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1 INTRODUCTION 

With the continuous improvement of transportation capacity, many 

requirements are put forward for logistics management, and site 

selection and route planning are the two most important issues. 

Scientific and reasonable site selection and path planning are 

conducive to improving the efficiency of the entire logistics system 

while reducing costs. To meet the different needs of various 

logistics systems, different aspects of site selection and route 

planning are studied [1, 2]. 

At present, the rapid development of science and technology in 

the world and the continuous advancement of the strategy of 

building a powerful transportation country are still occurring, while 

sudden natural disasters, public health incidents, terrorism, and 

regional military conflicts still occur from time to time. How to 

reasonably choose the location of the logistics center, quickly and 

safely transport emergency materials to the demand point, and 

better control the total cost is a core problem of logistics. 

Integrating geospatial features, spatial optimization models, and 

cutting-edge deep learning technologies introduces innovative 
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perspectives and revitalizes research in the field of location 

problems [3-5].  

The most important thing is the Facility Location Problem (FLP) 

and the Vehicle Routing Problem (VRP), the rationality of the 

former has a certain impact on the efficiency of the latter, and the 

efficiency of the latter in turn affects the decision-making of the 

former, and the two complement each other, so if the two decisions 

are made separately, the optimal results cannot be produced, which 

is described in Salhi S et al. [6] It has been confirmed in studies. 

With Cooper [7] first proposing LRP, combining the problem of 

facility location with the problem of vehicle path, LRP has become 

a research hotspot in the field of logistics system optimization. 

Foroughi and Gokcen [8] measured the cost factors and analyzed 

the opportunity constraints when modeling random site selection 

and path planning problems, and the results of large-scale genetic 

algorithm solving based on multiple rules show that the proposed 

model has better performance and efficiency.  

Location problem and path planning involve complex factors 

and dynamic characteristics, which are relatively difficult to solve 

the model of related problems. Therefore, many scholars use 

intelligent algorithms to solve models, which can be roughly 

divided into two types: accurate algorithms and heuristic 

algorithms. For solving small-scale LRP problems by accurate 

algorithms, Laporte and Nobert [9] established an integer 

programming model for single-facility LRP problems and solved 

them by branching delimitation method, which is a preliminary 

attempt to apply accurate algorithms to LRP problems. Later, many 

scholars used the branching delimitation method of 0-1 linear 

model [10] to solve small and medium-sized LRP problems based 

on complex, cutting and delimitation algorithms [11]. But accurate 

algorithms are only suitable for solving small and medium-sized 

problems, and more and more scholars are focusing on heuristics 

that can handle large-scale examples. Ferreira and Queiroz [12] 

propose two heuristic algorithms based on simulated annealing, 

which represent the problem solution with a set of integer vectors, 

and then use exchange and insertion operations to generate new 

problem solutions, in addition to the perturbation method and 

discretization to avoid falling into the local optimal solution. In 

order to solve the LRP problem, Schneider and Loffler [13] 

proposed a tree-based search algorithm, in which the location 

decision is represented by a tree structure to define the facilities to 

be opened or closed, and finally path planning is carried out based 

on the ideas of relocation, exchange, and splitting combined with 

the tabu search algorithm. 

2 Location Routing Problem 

LRP jointly considers the facility location problem (FLP) and the 

vehicle routing problem (VRP). Watson-Gandy and Dohrn [14], 

Salhi, S., & Rand, G. K. [15] have proven that the strategy for 

solving LRP by dismantling LRP into FLP and VRP and solving 

those problems sequentially is not optimal. Therefore, constructing 

the solving strategy that could consider FLP and VRP as a unity 

and solve them simultaneously to find the optimal solution is 

critical in processing LRP. Currently, the exact and heuristic 

algorithms are mainly applied to solve LRP. 

LRP is a traditional strategic-tactical-operational problem that 

considers a set of potential facilities and a set of customers. The 

main decisions of LRP are: 

 The number and location of facilities to open, 

 the allocation of customers to the opened facilities, 

 The design of routes to serve customers of each facility 

using a fleet of vehicles. 

As with most other models, one cannot capture all aspects of a 

real-life LRP with one mathematical model. Considering the 

complex real-life scenarios, LRP has a lot of variant problems with 

different objectives and constraints. Therefore, identifying the 

constraints of each sub-problem, such as facility location, 

allocation, and routing problem, is essential for solving LRP. 

 

Figure 1: An illustrative example of LRP 

Notations: 

V: the set of the nodes, 𝑉 = 𝐼 ∪ 𝐽. 

I: the set of the potential depot nodes. 

J: the set of the customer nodes. 

E: the set of the edges. 

K: the set of the vehicles 

Impact factors: 

𝑂𝑖: Fixed cost of opening the depot node i. 

𝑄𝑖: The depot capacity of node i. 

Dj: Customer requirements for node i. 

𝑞: The loading capacity of each vehicle 

F: Fixed cost oer vehicle 

𝐶𝑖𝑗: Travel cost at the edge (𝑖, 𝑗) 

d: The maximum distance allowed per vehicle. 

𝑈𝑖: Any real number. 

 

Decision variables: 

𝑥𝑖𝑗𝑘 = {
1, 𝑖𝑓 𝑉𝑒ℎ𝑖𝑐𝑙𝑒 𝑘 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑡ℎ𝑒 𝑒𝑑𝑔𝑒 (𝑖, 𝑗).

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 

𝑦𝑖 = {
1, 𝑖𝑓 𝑡ℎ𝑒 𝑑𝑒𝑝𝑜𝑡 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑖𝑛 𝑛𝑜𝑑𝑒 𝑖.

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 

 

𝑧𝑖𝑗 = {
1, 𝑖𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑗 𝑖𝑠 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑑 𝑏𝑦 𝑑𝑒𝑝𝑜𝑡 𝑖.

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 

The MILP formulation of LRP is as follows [16]:  
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min    ∑ 𝑂𝑖

𝑖∈𝐼

𝑦𝑖 + ∑ ∑ ∑ 𝑐𝑖𝑗

𝑘∈𝐾𝑗∈𝑉𝑖∈𝑉

𝑥𝑖𝑗𝑘 + ∑ ∑ ∑ 𝐹

𝑘∈𝐾𝑗∈𝐽𝑖∈𝐼

𝑥𝑖𝑗𝑘 (1) 

Subject to  

∑ ∑ 𝑥𝑖𝑗𝑘

𝑘∈𝐾𝑖∈𝑉

= 1   ∀𝑗 ∈ 𝐽 (2) 

∑ ∑ 𝑥𝑖𝑗𝑘

𝑗∈𝐽𝑖∈𝐼

≤ 1   ∀𝑘 ∈ 𝐾 (3) 

∑ 𝑥𝑖𝑗𝑘

𝑗∈𝑉

− ∑ 𝑥𝑗𝑖𝑘

𝑗∈𝑉

= 0   ∀𝑘 ∈ 𝐾,   ∀𝑖 ∈ 𝑉 (4) 

𝑈𝑖 − 𝑈𝑗 + (𝑛 − 1)𝑥𝑖𝑗𝑘 ≤ 𝑛 − 2   ∀𝑖 ∈ 𝐽,   ∀𝑗 ∈ 𝐽, 𝑖 ≠ 𝑗   ∀𝑘 ∈ 𝐾(5) 

∑ 𝑥𝑖𝑢𝑘

𝑢∈𝐽

+ ∑ 𝑥𝑢𝑗𝑘

𝑢∈𝑉{𝑗}

≤ 1 + 𝑧𝑖𝑗    ∀𝑖 ∈ 𝐼,   ∀𝑗 ∈ 𝐽,   ∀𝑘 ∈ 𝐾 (6) 

∑ ∑ 𝐷𝑗

𝑗∈𝐽𝑖∈𝑉

𝑥𝑖𝑗𝑘 ≤ 𝑞   ∀𝑘 ∈ 𝐾 (7) 

∑ 𝐷𝑗

𝑗∈𝐽

𝑧𝑖𝑗 ≤ 𝑄𝑖𝑦𝑖    ∀𝑖 ∈ 𝐼 (8) 

∑ ∑ 𝑐𝑖𝑗

𝑗∈𝑉𝑖∈𝑉

𝑥𝑖𝑗𝑘 ≤ 𝑑̄   ∀𝑘 ∈ 𝐾 (9) 

∑ ∑ ∑ 𝑥𝑖𝑗𝑘

𝑘∈𝐾𝑗∈]𝑖∈𝑙

≤ |𝐾| (10) 

𝑥𝑖𝑗𝑘 ∈ {0,1}  ∀𝑖 ∈ 𝑉,   ∀𝑗 ∈ 𝑉,   ∀𝑘 ∈ 𝐾 (11) 

𝑦𝑖 ∈ {0,1}  ∀𝑖 ∈ 𝐼 (12) 

𝑧𝑖𝑗 ∈ {0,1}  ∀𝑖 ∈ 𝐼,   ∀𝑗 ∈ 𝑉 (13) 

𝑈𝑖 ∈ 𝑅   ∀𝑖 ∈ 𝐽 (14) 

The objective function (1) aims to minimize the total cost, which 

includes the opening cost of warehouses, variable distance costs of 

vehicles, and fixed usage costs of vehicles. Constraint (2) ensures 

that each customer can only be visited by one vehicle, enforcing the 

routing constraint. Constraint (3) ensures that all routes must start 

and end at the warehouse, while constraint (4) is a connectivity 

constraint to ensure that each vehicle leaves each customer after 

service. The sub-tour elimination constraint is defined by constraint 

(5). Constraint (6) ensures that a customer can only be assigned to 

a warehouse if there is a route to that warehouse. Constraints (7) 

and (8) respectively specify the capacity of each vehicle and the 

capacity of each warehouse should not be exceeded. Constraint (9) 

ensures that the length of each vehicle's route does not exceed the 

maximum distance constraint. Constraint (10) limits the number of 

vehicles used. Constraints (11) to (14) define the decision variables. 

3 METHODOLOGY 

In the Location Routing Problems (LRPs), there are two main 

problems to address: location problem and route planning. Both of 

these problems can be modeled as sequential decision processes. 

In this section, we propose a two-stage algorithm based on deep 

reinforcement learning (DRL) to solve LRP, comprising the 

location problem stage and the route planning stage. In the 

location problem and routing problem, there are three types of 

nodes: demand points, logistics centers, and distribution centers. 

3.1 Location Problem Stage 

In the location selection stage, we model the problem as a Markov 

Decision Process (MDP). The intelligent agent needs to choose 

one or more locations from all demand points to construct 

facilities, aiming to maximize overall revenue or minimize overall 

costs. To achieve this, we follow these steps: 

 State: Define a state representation that includes the current 

chosen facility locations, the status of demand points, and 

other relevant information. 

 Action: Define an action space in which the agent can 

choose the locations for constructing facilities. 

 Reward: Design a reward function so that the agent can 

receive appropriate reward signals based on the chosen 

locations. Rewards can consider factors such as costs, 

revenues, and the degree of demand fulfillment. 

Once this stage is completed, the facilities' deployment locations 

are determined, and these points are considered as central points, 

with each demand point assigned to the nearest facility point. 

3.2 Route Planning Stage 

In the route planning stage, the routing problem can also be 

modeled as a Markov Decision Process. In this stage, the 

intelligent agent needs to decide how to allocate deliveries 

between the selected facility locations to minimize the overall 

path length or costs.  

The two-stage algorithm's solution framework is illustrated as 

follows: 

 

Figure 2: The structure of the two-stage algorithm for 

solving emergency medical facility location problem. 

3.3 Deep Reinforcement Learning Algorithm 

We are using the REINFORCE algorithm [17] to train our 

Attention Model-Facility Location Problem (AM-FLP) and 

Attention Model-Vehicle Routing Problem (AM-VRP). This 

algorithm is a type of policy gradient method. The algorithm steps 

are as follows: 

Define Policy Functions 𝝅(𝒂|𝒔): Define a policy function 𝝅(𝒂|𝒔) 

that describes the probability distribution of taking action 𝒂 given 

a state 𝒔. We use 𝝅𝑭𝑳𝑷(𝒂|𝒔) and 𝝅𝑽𝑹𝑷(𝒂|𝒔) to represent the policy 

functions for the AM-FLP and AM-VRP, respectively. 

Sample Trajectories: For each trajectory, calculate the cumulative 

return. The return reflects the quality of executing the policy during 

a single attempt. 

Compute Returns: For each trajectory, compute the cumulative 

return. The return represents the quality of executing the policy in 

a single attempt. 

Update Policy: Based on the computed gradient information, 

employ gradient descent to update the parameters of the policy 

function, with the goal of increasing the expected return. 
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Repeat Training: Continuously repeat the above steps until the 

policy function converges to a satisfactory policy or reaches a 

predefined number of training iterations. 

4  EXPERIMENTS AND ANALYSIS 

Deep reinforcement learning, through continuous interaction 

between an agent and its environment to maximize rewards, is 

effective in handling sequential decision problems. We propose a 

new approach to the two-stage location routing problem (LRP) 

based on deep reinforcement learning. In this section, we first 

discuss how to utilize deep reinforcement learning to solve LRP, 

then implement problem-solving using this framework, and finally 

conduct generalization experiments. 

For the LRP, we constructed two different attention models, 

AM-FLP and AM-VRP, for solving the location problem and 

routing problem, respectively. We randomly generated 2000 

instances for evaluating results. Each example consists of 50 

demand points, and the task is to select 8 out of the 50 as central 

points. Then, following a greedy approach, the remaining demand 

points are assigned to the nearest central points, classifying all 

nodes into 8 categories. Finally, the shortest path is chosen for each 

category to traverse all the nodes. The experimental results are 

shown in Table 1. N represents the number of the demand points 

and p presents the number of the centers. 

Table 1 The comparison results of Gurobi vs. GA vs. AM for 

location routing problem on N=50, p=8 

Method 
Location stage Routing stage 

obj time obj time 

Gurobi 5.32 0.1292 10.28 0.3824 

GA 5.45 0.1021 11.30 0.3214 

AM 5.38 0.0210 10.62 0.1679 

We divided the solution of the location-routing problem into 

two stages. Table 1 illustrates three different methods in terms of 

their objective functions and solution times in the location 

selection stage and the path planning stage. Gurobi, being 

recognized as the best solver, performs exceptionally well in this 

problem. It consistently obtains optimal solutions quickly, even in 

instances with 50 nodes. On the other hand, Genetic Algorithm 

(GA) is a heuristic algorithm, and its results are relatively less 

favorable compared to the other two algorithms. The gap between 

its objective values and the optimal solutions is the widest, which 

may be attributed to the parameter settings within the genetic 

algorithm. Our proposed method, which employs deep 

reinforcement learning (AM), exhibits a smaller gap from the 

optimal solutions compared to GA. Furthermore, it boasts the 

shortest solution times among the three methods. This suggests 

that our proposed approach achieves a balance between solution 

time and accuracy to some extent, making it a highly promising 

method. Overall, the results demonstrate that our proposed 

approach has the potential to be a valuable contribution in 

addressing the trade-off between solution time and precision in 

the context of the location-routing problem. The source code for 

this study is available at: https://github.com/HIGISX/hispot. 

5  CONCLUSION AND FUTURE WORKS 
The location routing problem holds significant importance in practical 

production. It directly impacts resource allocation, logistics efficiency, and 

service quality for businesses, making it crucial for their operations and 

competitiveness. This study has introduced an innovative solution—a two-

stage approach based on deep reinforcement learning—to address the 

location routing problem, with a specific focus on emergency medical 

facility selection. This method leverages the full potential of deep 

reinforcement learning in tackling sequential decision problems. Through 

the interaction between the agent and the environment, it effectively 

optimizes the selection of emergency medical facility locations and route 

planning, enhancing overall efficiency and quality. This research provides 

a new and efficient approach for the selection of emergency medical 

facilities, holding significant promise for practical applications and offering 

robust support and decision-making tools for addressing emergencies and 

disasters. Future studies could further explore the method's generalization 

capabilities and its potential applications in other domains, thereby 

extending its practical value. 
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