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Explainable reinforcement learning (XRL) is an emerging subfield of explainable machine learning that has

attracted considerable attention in recent years. The goal of XRL is to elucidate the decision-making process

of reinforcement learning (RL) agents in sequential decision-making settings. Equipped with this information,

practitioners can better understand important questions about RL agents (especially those deployed in the

real world), such as what the agents will do and why. Despite increased interest, there exists a gap in the liter-

ature for organizing the plethora of papers—especially in a way that centers the sequential decision-making

nature of the problem. In this survey, we propose a novel taxonomy for organizing the XRL literature that

prioritizes the RL setting. We propose three high-level categories: feature importance, learning process and

Markov decision process, and policy-level. We overview techniques according to this taxonomy, highlighting

challenges and opportunities for future work. We conclude by using these gaps to motivate and outline a

roadmap for future work.
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1 INTRODUCTION

In Reinforcement Learning (RL), an agent learns to take actions a1, . . . ,aT to maximize accu-
mulated reward through trial and error. To choose actions, agents use a policy π that takes as
input the current state s of the environment, commonly modeled as a Markov Decision Process

(MDP). Agents learn from their experiences with the environment using state-action-reward tu-
ples s,a, r , s ′, where r is the reward and s ′ is the state resulting from applying action a in state s .
This framework has been successfully applied to many sequential decision-making problems, like
games [70, 109, 151], robotics [67, 77, 160], and more [114, 142, 169]. However, the difficulty of ver-
ifying and predicting the behavior of RL agents often hampers their real-world deployment [24].
This problem is exacerbated when RL is combined with the generalization and representational
power of deep neural networks, which is often required to achieve the desired performance on
these tasks. These networks often have thousands to millions of parameters, which makes them
challenging or impossible for a person to understand. Without an understanding of how the agent
works, it is hard for a person to intervene when necessary or trust that the agent will act reasonably
and safely.

Recently, there has been increasing interest by researchers in many fields [25, 143] in explain-

ing artificially intelligent agents, including those trained using RL, to gain insight into the agent’s
decision-making process. This increased interest is in part due to large initiatives such as the
DARPA Explainable Artificial Intelligence (AI) project [59], which evolved from a narrower
focus on supervised learning to include broader tasks in AI, including RL. Explainable Rein-

forcement Learning (XRL) both enables RL to be used more broadly and offers unique research
opportunities: we can apply techniques from explainable supervised learning and also develop
methods that account for and utilize the sequential nature of RL problems.

To organize and understand the plethora of literature, we present an extensive review of the
literature in the field of XRL. We focus on papers in which the authors explicitly identify explain-
ability or interpretability as a goal of the work. We primarily consider techniques developed for
a single agent. We limit our survey to published work, up to and including papers from August
2022. By published, we mean that the paper is included in a thesis, journal, workshop, confer-
ence, or book chapter. We exclude arXiv-only papers. To find papers to include in the survey,
we searched Google Scholar with many combinations and abbreviations of explainable and inter-
pretable RL. Our stopping criteria for each search term was when there were no further relevant
papers in an entire page. We also scoured more popular AI and machine learning conferences and
relevant workshops, such as the AAAI Conference on Artificial Intelligence (AAAI), the Interna-
tional Conference on Machine Learning (ICML), and the International Conference on Learning
Representations (ICLR). After curating a larger set of candidate papers, we removed papers that
did not satisfy our inclusion criteria. For example, we removed papers that used RL to generate
explanations for supervised learning. After curating a larger set of candidate papers that satisfy
the inclusion criteria, we produced a representative sample of 73 papers in this area.

1.1 Contributions

We are not the first to survey XRL techniques; however, we make the following key contributions.
First, existing surveys on XRL tend to organize the literature according to existing taxonomies for
understanding the explainable machine learning literature, which we discuss more in Section 2.2.
Although this organization is reasonable, we believe that it obfuscates the unique challenges and
opportunities of RL problems, such as the inclusion of reward and the sequential nature of the
problem. We contribute a novel taxonomy for conceptually organizing and understanding the dif-
ferent threads of work in the space of XRL. This taxonomy focuses on the RL problem, with clear
ties to key parts of the RL framework. Second, existing surveys on XRL focus on delving deeper
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Fig. 1. Proposed XRL taxonomy and its relationship to the RL problem. Explanations may explain individual

actions a in terms of the input state s (Feature Importance), influential experiences from training (Learning

Process and MDP), and long-term behavior (Policy-Level).

into a more limited set of papers [71, 121, 158] or focus on specific applications [168]. For example,
Heuillet et al. [71] discuss 15 XRL papers in detail, and Puiutta and Veith [121] examine 18 papers.
Similarly, we identify an exemplar paper in each subcategory to discuss in more detail, resulting in
an in-depth look at 10 papers and a broader look at 73. By relating a larger set of work to exemplar
papers within our taxonomy, we highlight the distinguishing features within different types of
XRL literature. This broader look allows us to make statements about trends in XRL work. Third,
we cover a more up-to-date set of papers, up to and including work published by August 2022. As a
result, our survey provides a look at more recent work as compared to existing surveys that cover
papers up to those published in 2020. The inclusion of more recent work is also reflected in our
taxonomy, which accounts for more recent lines of work. Fourth and finally, this combination of
new taxonomy and recent papers allows us to propose concrete opportunities for future research,
many of which are unique to this work.

Our contributions are summarized as follows:

• New taxonomy: We present a new taxonomy for understanding XRL research. We organize
techniques according to the part of the RL agent they explain. We propose the following three
high-level categories: Feature Importance (FI), Learning Process and Markov Decision

Process (LPM), and Policy-Level (PL). FI explanations provide the immediate context for
single actions. LPM explanations determine influential experiences from training or other
aspects of the environment, which is commonly modeled as an MDP. PL explanations show
the long-term behavior of an agent, for example, by summarizing the policy. Figure 1 depicts
the high-level categories of the taxonomy and their relationship to the RL framework.
• Comprehensive review: We overview the XRL literature, categorizing representative ap-

proaches according to our novel taxonomy. For each subcategory, we identify an exemplar
paper and discuss it in more detail. We compare and contrast the different types of
techniques.
• Future directions: We highlight gaps in the literature and outline a roadmap for future

work: investigating properties of explanations, developing benchmarks for standardized
comparisons, and creating RL-specific explanations.

1.2 Article Organization

The article is organized as follows. In Section 2, we provide the necessary background on concepts
and notation for understanding RL and explainable machine learning. In Section 3, we explain how
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one can assess whether an RL system is interpretable or explainable. We categorize existing pa-
pers according to the metrics used to assess their techniques. In Section 4, we introduce our novel
taxonomy for organizing and understanding XRL methods. We compare and contrast the different
categories to showcase what they do and do not enable. Sections 5 through 7 delve into the tech-
niques that fall into the high-level categories created by our novel taxonomy. Section 5 discusses
the FI methods, Section 6 details the LPM techniques, and Section 7 focuses on the PL papers. We
discuss the practical applications of the taxonomy for RL researchers and other practitioners in
Section 8. In Section 9, we synthesize the gaps in the literature to present a roadmap for future
work in XRL. In Section 10, we conclude with a summary of our contributions.

2 BACKGROUND AND PRELIMINARIES

In this section, we first provide the necessary background and associated notation for understand-
ing the framework of RL problems. We then introduce important concepts in the field of explain-
able machine learning. We contextualize these concepts in terms of the subfield of RL.

2.1 Reinforcement Learning

In RL, an agent learns how to behave in an environment to maximize a reward signal [139]. The
environment is typically defined by an MDP M = (S,A,T ,R,γ ), where S is the state space, A is
the action space,T : S×A×S → [0, 1] is the state-transition function dictating the environment’s
transition dynamics, R : S×A×S → R is the reward function, andγ ∈ (0, 1] is the scalar discount
factor that governs the relative importance of future rewards vs immediate rewards. Within this
environment, an agent acts based on a policy that specifies the probability for selecting each given
action within a state, π : S × A → [0, 1]. At each timestep t , an agent observes a state st and
chooses an action at according to its policy π . The agent executes at , receives reward rt according
to R, and observes a new state s ′t+1 according toT . To solve an MDP is to find the policy that leads
to the greatest expected cumulative discounted reward.

To learn a policy, an agent may keep an estimate of the future cumulative reward from each state,
although some methods directly optimize the policy without such an estimate. The action-value for
a state corresponds to the expected cumulative discounted future reward when taking the specified
action and then following policy from the next state, Qπ (s,a) = E[r + γQπ (s ′,a)]. Similarly, the
value function corresponds to the expected cumulative discounted future reward when starting in
a given state, V π (s ) = E

∑
t [γ trt ]. V π (s ) is the value function that provides the value of state s

under policy π . The goal of RL is to find an optimal policy π ∗ specifying which action to take in
each state that results in the highest expected discounted future return π ∗ = arg maxπ Qπ (s,a).

In RL, the dynamics T and rewards R of the problem are unknown to the agent. Instead, an

agent may additionally approximate the model (i.e., with T̂ and R̂) during the learning process.
These agents are called model-based learners [13, 110], whereas agents that directly learn from
trial-and-error are called model-free learners. For example, these methods may predict the next
state and reward resulting from taking an action in a state.

Large or continuous state spaces prevent exactly storing Qπ or π . Instead, many RL methods
leverage function approximators: most commonly, neural networks. These networks are often used
with factorized states, where a state consists of an assignment of values to specific features, or
images. Deep neural networks have taken a central role in RL: their use has resulted in many of
the celebrated successes of RL in recent years, including super-human performance on domains
previously thought to be out of reach [134, 135].

However, agents that use a non-interpretable function approximator are often challenging, if
not impossible, for a person to understand. These models often involve complex non-linear func-
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tions and millions of parameters, resulting in not only an agent that is difficult to understand
but also one with behavior that is challenging to predict. Indeed, many deep RL agents are sus-
ceptible to adversarial examples, which involve perturbing s to induce different behavior [99]. In
contrast, people often are unaffected by these adversarial examples, meaning that the underlying
mechanisms used by people and deep RL agents likely differ. The lack of understanding of these
underlying mechanisms and difficulty predicting these agents suggest the need for techniques to
make these agents more explainable and interpretable. For example, a deep neural network may
be converted to an interpretable format or be made to produce interpretable outputs.

2.2 Explainable Machine Learning

Most work in explainable machine learning focuses on the supervised setting [27], in which a
model learns from a labeled datasetX ,Y to predict a labely given input data x . This area of research
is more established than the subfield of XRL, meaning that XRL techniques are often organized
and understood using taxonomies and properties from the explainable supervised learning litera-
ture [121]. We believe that these properties are useful for understanding and making connections
across seemingly disparate techniques in the XRL literature.

The most common taxonomy for organizing explainable machine learning methods groups them
into two categories: intrinsic and post-hoc. Intrinsic interpretability refers to the direct construc-
tion of understandable models, such as small decision trees [101, 126]. The use of intrinsically
interpretable models produces a system that is already compliant with interpretability require-
ments [127]. Post-hoc interpretability refers to creating an additional model to explain an existing
one. Critically, methods of this type enable either the construction of an intrinsically interpretable
model to replace a non-interpretable one or offer explanations of an existing non-interpretable
model. These methods are useful for repairing a system to achieve interpretability. Post-hoc and in-
trinsic interpretability are also useful properties for understanding and organizing XRL techniques.
Indeed, we may want to learn an intrinsically interpretable policy or explain it using a number of
post-hoc techniques, such as constructing a surrogate model that imitates the non-interpretable
policy.

Explainable machine learning techniques differ along a few additional axes, including but not
limited to the following. The expressive power of an explanation method refers to the structure
of explanations the method can produce [111]. For example, an explanation method may produce
decision lists or trees to represent a model. In RL, this model may be the policy. To produce already-
compliant interpretable models, we must learn the explanation in a form that is considered human
interpretable through concrete assessments. Similarly, to repair an existing system, explanations
must exhibit an interpretable structure.

Furthermore, an explanation-generating technique may be more or less algorithmically complex.
Algorithmic complexity measures the required computation time for an algorithm to complete,
given an input size. This measurement is important when one is bottlenecked by computation to
produce explanations, such as in online settings. Although we do not discuss methods in this work
along this axis, it is an important consideration for many real-world applications of explanations.

Explanation methods also differ in terms of the locality of the explanation: a local explanation
technique produces explanations that explain the prediction for a specific data point; in contrast, a
global explanation technique holistically views the machine learning model and its predictions. A
local RL explanation explains the immediate action in the context of the state. In contrast, a global
explanation depicts the policy behavior over time.

A highly portable explanation technique can be used with many different machine learning
models. For example, a technique that is indifferent to the underlying model is more portable than
one that relies on Recurrent Neural Networks (RNNs). By definition, portable techniques are
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Table 1. Important Categories of Metrics for Assessing XRL Techniques

Metric Question Answered Example

Fidelity Is the explanation faithful Model-explanation agreement:
to the underlying L (ym ,ye ), where L is a prediction
explained model? error function (e.g., MSE),

ym is the model prediction, and ye

is the explanation prediction

Performance Can the model do well Accumulated reward over a T -length

on the desired task? episode (return),
∑T

t=0 rt

Comprehensibility Can the end user Explanation-audience agreement:
understand the L (ŷm ,ya ), where L is a prediction
explanation? error function, ŷm is the interpretable

model’s output, and ya is the
audience prediction of that output

Preferability Would the end user For all use cases, users
use this explanation prefer explanation ei to all

in practice? alternatives ej ∈ E, i � j
Actionability Does the explanation Audience performance on target

provide actionable insights for task before and after looking at
a particular audience? explanations, considering practice

effects ϵ , T ′A −TA + ϵ
Cognitive load How mentally taxing Number of seconds required to

is the explanation? comprehend the explanation

Visualization What does the Picture of the generated
explanation look like? saliency map

We list important, non-exhaustive categories of metrics for assessing XRL techniques. For each category, we identify

the general question that it answers and provide a grounded example.

often post-hoc methods that are applied to a previously trained underlying model. In RL, this may
look like training an additional model to mimic the non-interpretable policy by only querying the
non-interpretable policy for action labels of the state. Techniques that are more portable are often
less translucent. A more opaque method does not require internal access to the underlying model.

All of the aforementioned comparisons can be viewed as properties of different explainable
machine learning and, by extension, XRL techniques. In the rest of this article, we try to refer back
to many of these properties to help compare and contrast the aggregated papers.

3 ASSESSING XRL

Over the years, explainable machine learning researchers have proposed an array of metrics for
evaluating techniques in the field [111]. One who designs an XRL method may need to consider
potential tradeoffs between different properties of their explanation. Practitioners choosing which
XRL methods to deploy also benefit from thorough assessments of these methods: for example,
they may prefer an explanations that require very little time to understand. As a result, a few key
metrics have emerged for assessing XRL techniques. Table 1 provides a high-level view of these
important metrics, including the name of the metric, the general question answered by the metric,
and a concrete instantiation of the metric.

In this section, we provide a summary of these key metrics. We define each metric and provide
a concrete instantiation of it in the context of XRL, wherever possible. We also comment on the
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conditional applicability of some of these metrics. After introducing these metrics, we categorize
the literature according to the metrics used for assessment. With this categorization, we identify
the most popular metrics for assessing existing XRL techniques. We believe that this perspective
is useful for understanding some of the current evaluation shortcomings in XRL.

3.1 Metrics for Evaluating XRL Techniques

We review the following metrics: fidelity, performance, comprehensibility, preferability, action-
ability, cognitive load, and visualizations. Some metrics seek to understand the capability of the
interpretable model on the desired task, whereas others seek to assess the understandability of the
explanation. Still others seek to understand other useful and important properties of explanations,
such as how much cognitive ability it takes for people to understand them and whether they are
preferable to other solutions.

3.1.1 Fidelity. Fidelity measures how faithful the model explanation is to the explained model.
Commonly, the literature operationalizes this metric as external fidelity [106], meaning the com-
parison is between the decision implied by the explanation model and the non-interpretable model.
We can also think of this metric as a measure of agreement between the explanation and the un-
derlying explained model.

This metric may look like L (ym ,ye ), where L is a proper prediction error measurement (e.g.,
MSE), ym is the model prediction, and ye is the explanation prediction. In the context of RL, ym

may be the action recommended by the non-interpretable policy π (s ) and ye may be the action
recommended by a surrogate model that approximates the non-interpretable policy π̂ (s ). Then, the
metric can be defined as the (potentially weighted by importance) average over time—for example,
∑t=i+k

t=i I[π (st ) == π̂ (st )], where k is the time horizon, if the actions are discrete. Although these
evaluations only assess the similarity of output and not the decision-making process, high-fidelity
mimicry and prediction is implicated in social intelligence [54] and often does not require an
understanding of the exact rationale behind the actions. Fidelity is important to measure when we
are producing explanations that are used to interpret a non-interpretable model.

3.1.2 Performance. Performance refers to the standard evaluation metric for the task. This met-
ric is important to measure to understand how well we can expect a model to perform when de-
ployed to the target setting. For example, in the episodic RL setting, we may be interested in the
the cumulative reward achieved by an interpretable policy π̂ over the course of the episode, called
the return. The return is defined as Rπ̂ =

∑T
t=0 rt . We may also incorporate the performance of

the non-interpretable policy π in this metric by computing R π̂

Rπ , where the numerator is the return
achieved by the interpretable, surrogate policy and the denominator is the return achieved by the
non-interpretable policy. In other words, we compare how much of a performance loss we risk if
we either use an interpretable policy for deployment or as an explanation.

This metric is particularly valuable when the goal is to deploy the interpretable model instead of
the non-interpretable one. In this case, we achieve interpretability by design through the selected
model and ensure that it will be successfully applied to the domain of interest by measuring Rπ̂ . In
almost all cases, if there is an interpretable model that achieves high performance on the desired
task, we recommend deploying that model rather than trying to explain the non-interpretable
one. In fact, there are many machine learning techniques that do not sacrifice accuracy but gain
interpretability [31, 173].

3.1.3 Comprehensibility. Comprehensibility refers to the ability of the target audience to un-
derstand the explanation. Designing tests to assess this ability requires careful consideration [4]
and an interpretation of the nebulous term understanding. Assessing this metric may include a
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self-report for individuals to state whether they comprehend the explanation. However, due to the
inconsistency of self-report data [28], we recommend (at the least) checking the reliability of the
respondents [164]. Furthermore, researchers may consider utilizing other tests, such as ones that
task participants with predicting the output of the explanation (or the explanation itself) prior to
seeing the outcome on a set of previously unseen data points.

Denote by ya the audience prediction of the interpretable model’s output ŷm . Then, a simple
example of this metric is the explanation-audience agreement, calculated as L (ŷm ,ya ). The goal
is to have L (·) be close to 0, as it indicates that the audience understands the explanation to the
point that they almost always correctly predict its output, even when faced with data points that
they could not have memorized.

3.1.4 Preferability. End users may prefer to use a specific explanation-generation method com-
pared to alternatives or to no explanation-generation method. A specific instantiation of this metric
would be presenting users with a set of different explanations E and asking them which of the ex-
planations they preferred in the use cases of interest. An explanation ei ∈ E is strictly dominant
if for all use cases u ∈ U and for all participants p ∈ P it is preferred to all other explanations
ej ∈ E, j � i . Note that preferences may be elicited in an explicit or an implicit [57, 144] way.
An explicit preference elicitation method asks users to select which of the explanation-generation
methods they preferred, whereas an implicit preference elicitation method seeks to understand
a user’s automatic preferences. Explicit feedback is generally considered to be more accurate [7],
but it requires more cognitive effort for study participants to generate. In either case, researchers
should carefully design their studies and questions to mitigate potential subject bias [113] (e.g., by
not recruiting participants in their lab who are aware of their work). For other important consid-
erations in preference elicitation, we refer an interested reader to previous work [120].

A comprehensive assessment of preferability not only assesses preferences but also the reasons
behind them. An example of such a reason is trust, as sufficient trust in the model may influence a
person’s judgment of whether they want to use the explanation-generation method. Explanations
that are more preferred should ideally be highly positively correlated with their utility to the user
in solving the target task.

3.1.5 Actionability. Actionability refers to whether the explanations enable actionable insights
for a particular audience in a domain. Actionable insights enable the audience to take meaning-
ful actions based on their understanding of the explanation. This metric is important to assess,
especially in application-grounded evaluations, to examine the real utility of explanations for a
particular audience on a task. Assessments of this metric may additionally consider factoring in
user- and explanation-specific properties to understand how these explanations are useful in dif-
ferent contexts.

A simple example of this metric is the difference in task performance of the intended end users,
or audience, beforeTA and afterT ′A looking at the explanations, accounting for any practice effects
ϵ , calculated asT ′A −TA + ϵ . Practice effects [48] refer to the change in performance from repeated
testing and have been demonstrated in a variety of settings [62, 90], so either taking steps to
avoid it or explicitly including it in the metric is important to understand whether the explanation
actually contributes to a performance improvement. In practical scenarios, like loan applications,
an actionable explanation would enable recourse, in which users can understand what they can
change to receive a different outcome [65, 108, 147, 154].

3.1.6 Cognitive Load. Some explanations require more cognitive resources to comprehend and
use. The cognitive resources required for performing a mental task are called the cognitive load [2].
One way to measure cognitive load is by recording the number of seconds required for a user to
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comprehend an explanation. A naive implementation of this metric would cease the calculation
once a user provides a response or otherwise indicates comprehension completion, regardless of
the accuracy of the prediction. A more sophisticated implementation may include measurements of
user predictive accuracy of the system and user expertise [168], enabling a more nuanced analysis
of the tradeoffs of these components. Methods may implicitly attempt to reduce cognitive load
by reducing the number of parameters in a model (e.g., measuring the depth of a decision tree).
We refer the interested reader to the work in education and psychology on measuring cognitive
load [43, 140]. A good explanation helps a user with their target task without adding too much
additional cognitive strain.

3.1.7 Visualizations. Although not technically a metric, we include visualizations in this cate-
gory because they are commonly used in place of a quantitative metric for examining the inter-
pretability of an explanation technique. In other words, some papers will provide a visualization
of a proposed explanation as a means of demonstrating to the reader that it is understandable.
Although visualizations help a reader understand the form of the explanation generated by the ex-
planation method, visualizations alone are not sufficient to measure the comprehensibility of an ex-
planation. For that reason, we refer to visualizations as pseudo-metrics. Note that visualizations do
not need to be images: they can include natural language descriptions, logical formulas, and more.

3.2 The Most Common Metrics in Existing Work

Equipped with an understanding of the definitions and potential use cases of each of the metrics,
we now analyze how commonly they are assessed in the literature. To perform this analysis, we
exclude papers that indirectly handle that metric. On one hand, we exclude papers that constrain
decision trees to a small maximum depth from the cognitive load category, as it is not the same as
explicitly looking at its effect on cognitive load. On the other hand, we include papers that treat
parameter counts or tree depth as a proxy metric for cognitive load.

Table 2 categorizes the literature based on the types of metrics used to evaluate the proposed
explanation methods. The color of each citation corresponds to the category from Figure 1.
Surprisingly, we find that the most common evaluation metric is visualizations (67/73 total
papers), which is a pseudo-metric. The second-most commonly utilized metric was performance
(56/73 total papers). Given that the goal of XRL is to produce interpretable representations, we
find it surprising that metrics like fidelity and comprehensibility are not more popular. The least
common evaluation metric is comprehensibility (4/73 total papers), with preferability at a close
second (7/73 total papers).

4 A NOVEL TAXONOMY FOR XRL

We now turn our attention to our novel taxonomy for categorizing XRL techniques. Existing tax-
onomies for organizing explainable machine learning literature primarily follow distinctions made
in explaining supervised learning systems. Specifically, they focus on post-hoc vs intrinsic inter-
pretability. Although this type of taxonomy serves a valuable purpose in broadly understanding
the approaches for enhancing interpretability, it fails to emphasize the unique challenges and op-
portunities that emerge when applied to RL. In particular, this type of taxonomy does not capture
important components of the RL problem, such as action selection and long-term behavior, which
are essential for understanding and developing XRL techniques. To address this gap, we propose
a taxonomy that prioritizes the RL setting. Different from existing work, we distinguish between
the surveyed literature according to the central goals of explanations for RL.

Figure 1 depicts how these categorizations correspond to parts of the RL framework. FI expla-
nations identify the features that affect an agent’s action choice at for the input state st . LPM
explanations show the past experiences or the components of the MDP that led to the current
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Table 2. Common Metrics Used to Evaluate XRL Methods

Metric Number of Publications
Publications

Fidelity 18 [22] [32] [39] [60] [61] [67] [83] [84]

[92] [98] [102] [103] [105] [115] [133] [146]

[163] [167]

Performance 56 [8] [11] [17] [18] [20] [21] [22] [32]

[35] [37] [38] [39] [40] [41] [45] [46]

[49] [55] [58] [60] [61] [66] [67] [68]

[69] [79] [81] [82] [83] [84] [85] [89]

[93] [98] [102] [103] [104] [112] [117] [119]

[123] [124] [129] [133] [136] [141] [145] [149]

[150] [153] [153] [155] [157] [170] [171] [172]

Comprehensibility 4 [80] [103] [105] [115]

Preferability 7 [8] [103] [49] [61] [74] [115] [124]

Actionability 11 [8] [53] [56] [58] [61] [74] [80] [92] [103]

[105] [115]

Cognitive load 12 [39] [41] [45] [66] [69] [105] [117] [124]

[137] [146] [149] [170]

Visualization 67 [8] [11] [18] [17] [20] [21] [32] [35]

[36] [37] [38] [39] [40] [41] [42] [45]

[46] [49] [53] [55] [56] [58] [60] [61]

[66] [67] [69] [74] [75] [79] [80] [81]

[82] [83] [84] [85] [89] [92] [93] [98]

[103] [105] [112] [115] [117] [119] [123] [124]

[129] [133] [136] [137] [141] [146] [145] [149]

[150] [153] [155] [157] [163] [167] [170] [171]

We categorize the papers discussed in this survey by the metrics used to evaluate them. The color of the citation

corresponds to the category from Figure 1 and Table 1: FI explanations , LPM explanations , and PL explanations .

Visualizations are the most common pseudo-metric. Performance is the next most common metric. Taken together,

these two results show the need for the field to move toward evaluating explanation-specific properties to demonstrate

utility and interpretability.

behavior. PL explanations illustrate the long-term behavior of the agent. We believe that this cat-
egorization is particularly useful for understanding and organizing XRL literature because each
type of explanation communicates a particular aspect of the RL problem.

We posit that this decomposition provides a useful factorization for both understanding the
existing literature and developing new techniques. Since a practitioner starts with a goal for using
explanations, we prioritize partitioning based on goal. Other aspects, such as the technique used,
are used for subcategory division. By using our taxonomy, practitioners can better understand the
interplay between their end-use case and the specific parts of the RL problem, enabling them to
select explanations that better suit their needs. Similarly, since new techniques should be compared
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Table 3. Proposed Taxonomy and Corresponding Publications in XRL

Category Subcategory Number of Publications
Publications

Feature Convert Policy to an 9 [17] [18] [20] [39]
Importance Interpretable Format [60] [83] [102] [150]
(FI) [170]

Learn an Intrinsically 14 [37] [38] [40] [45]
Interpretable Policy [68] [69] [93] [104]

[117] [124] [136] [145]
[149] [171]

Directly Generate 21 [10] [11] [14] [49]
Explanations [55] [67] [75] [79]

[80] [85] [58] [112]
[115] [119] [129] [133]
[141] [155] [156] [157]

[172]

Learning Model Domain Information 8 [32] [35] [36] [98]
Process [100] [103] [153] [163]
and MDP Decompose Reward Function 7 [10] [21] [22] [61]
(LPM) [82] [84] [123]

Identify Training Points 2 [42] [56]

Policy-Level Summarize Using Transitions 6 [8] [46] [53] [74]
(PL) [81] [92]

Convert RNN to 3 [41] [66] [89]
Interpretable Format

Extract Clusters or Abstract States 4 [105] [137] [146] [167]

Category color corresponds to color used in Figure 1. In total, we discuss 73 papers. The most numerous types of

explanations fall under the FI category (total papers: 44)—more specifically, those that directly generate

explanations (21 papers). This is due to the popularity of saliency maps as an explanatory technique. Indeed, 15 of

the 21 papers that directly generate explanations are saliency map techniques. In contrast, LPM and PL

explanatory techniques consist of 30 of the 73 total papers. We believe that techniques of these types, especially

those that take advantage of and explain the RL-specific components of the problem, are ripe for exploration.

to existing techniques that fulfill their same role, groups that share an explanation goal are suited
for organizing related works and experimental comparisons.

For example, if a practitioner wants to investigate the importance of specific features in the
agent’s decision-making process at a given state, they can use FI explanations. Doing so may en-
able practitioners to diagnose whether agents are utilizing appropriate features for action selec-
tion and adjust their algorithms accordingly. In contrast, if a practitioner wants to understand the
agent’s interaction with the environment and its learning process over time, they can focus on
LPM explanations. If a practitioner wants to summarize the long-term behavior of the agent, they
can use PL explanations. Because this decomposition first prioritizes what the practitioner wants
to understand, it provides more of a use case centered perspective on explanations for RL.

Table 3 depicts the high-level taxonomy and corresponding XRL publications. By decomposing
the literature in this way, we discover some interesting findings. We find that the most popular
high-level category of explanations is FI (total papers: 44)—specifically, the subcategory of Directly

Generate Explanations (21 papers). In contrast, there are only 13 papers that fall under the PL cat-
egory and 17 papers that fall under the LPM category. We believe that this discrepancy is likely
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due to the common practice of extending supervised learning techniques to the RL setting, which
results in an FI technique by definition. As a result, there are ample opportunities to develop tech-
niques in less commonly studied categories, such as PL explanations.

We now discuss the three high-level categories in turn. In addition to defining each category,
we compare and contrast the techniques with one another to showcase what they do and do not
enable. With these comparisons, we aim to illustrate the tradeoffs between the different types of
explanations and help form a more concrete understanding of the proposed taxonomy.

4.1 FI Explanations

FI explanations provide an action-level look at the agent’s behavior: for each action, one can query
for the immediate context that was critical for making that decision. These techniques answer
questions such as “what immediate context influenced the agent to perform that action?” These
explanations are local, as they explain individual decisions of the agent. Some techniques guar-
antee that the explanations capture the information used in the agent’s decisions, but others do
not. For example, techniques that directly produce decision tree policies necessarily elucidate the
features and corresponding values that influence the agent’s decision. In contrast, techniques that
generate post-hoc rationalizations, like some natural language explanations, produce explanations
based on a human’s decision-making process when solving a task. Furthermore, FI explanations
do not provide global behavioral summaries that convey subtask or plan information: they only ex-
plain individual action choices. PL explanations, however, provide this information by producing
summaries using transitions, model approximations, or similar states.

4.2 LPM Explanations

LPM explanations provide additional information about the effects of the training process or the
MDP. Some LPM explanations enable understanding of the influential experiences that led to the
agent’s current behavior. Others describe how the agent acts in terms of the reward or objective.
These techniques answer questions like “which training points were most influential on the agent’s
learned behavior?” and “which objectives is the agent prioritizing?” These explanations may be
global or local, depending on what is being explained (e.g., behavior or individual actions).

Many of these techniques generally require extra information or learning during training, so
we cannot generate them post-hoc. For example, understanding which objectives the agent is pri-
oritizing require the explanation designer to use domain information to decompose the reward
function before any learning occurs. In contrast, many FI and PL explanations do not require addi-
tional information and/or learning, so we can generate them post-hoc. These post-hoc techniques
can be used to repair an existing non-interpretable system, whereas the techniques that require
additional information are interpretable by design.

4.3 PL Explanations

PL explanations present summaries of long-term behavior through abstraction or representative
examples. These types of explanations are critical for understanding an agent’s behavior to evalu-
ate its overall competency. PL explanations answer questions like “how will the agent behave over
time?” By definition, these explanations are global.

Because these explanations are summaries, they necessarily exclude details for the sake of in-
terpretability. For example, techniques from Section 7.3 construct summaries of agent behavior by
aggregating similar states and showcasing how the agent will behave. They exclude information
in the state aggregation techniques by definition of abstraction. In contrast, intrinsically inter-
pretable FI explanations explicitly include all of the information available about how the agent
makes choices.
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Fig. 2. Examples of different types of explanations. Given a state st from a domain (a), many types of expla-

nations can be created, such as an object saliency map (b), a natural language explanation (c), and a decision

tree policy (d). Note that the explanations convey different information. For example, the natural language

explanation (c) does not contain the counterfactual information of the decision tree policy (d).

5 FEATURE IMPORTANCE

Many FI techniques for RL extend those from the explainable supervised learning literature.
Viewed in the supervised learning framework, the input data is the state and the label is the action.
The objective is then to query the policy π or value function Qπ to determine which action an
agent would take given an input state. Figure 2 depicts an example of different types of explana-
tions that could be generated given a state. These explanations utilize different representations
to communicate potentially different information. The object saliency map visually depicts the
objects in the environment that contextualize a particular action choice, whereas the natural lan-
guage explanation does so in terms of natural language. The decision tree policy communicates
additional counterfactual information through its well-defined structure.

As mentioned in Table 3, the FI category consists of three subcategories: convert policy to an
interpretable format, learn an intrinsically interpretable policy, and directly generate explanations.
Some FI techniques repair existing uninterpretable systems through a post-hoc conversion step
(Section 5.1). Other techniques directly learn an interpretable policy by design (Section 5.2). Still
other methods do not learn an interpretable policy and, instead, generate action explanations in
various forms, such as natural language (Section 5.3). These techniques are more similar to those
in Section 5.1 because they seek to repair an existing uninterpretable system. We now discuss each
of the three types of FI techniques in turn.

5.1 Convert Policy to Interpretable Format

We first discuss methods that repair an existing uninterpretable policy to make it interpretable.
These methods approximate an existing, performant neural network policy π ∗ with an inter-
pretable surrogate model π̂ . To learn π̂ , we can use imitation learning [1]—also known as learning

from demonstration [12]—where the RL policy π ∗ is the expert and the imitation learning policy
π̂ is the learner. The problem becomes a classification problem: the learner aims to correctly clas-
sify which action (label) to take from a state, given examples from the expert. These methods are
generally quite portable, as they make little to no structural assumptions on the expert.

VIPER [18]—and its multi-agent extension [107]—is an exemplar technique for extracting deci-
sion tree policies from a neural network using imitation learning. It extends the classic DAGGER
algorithm [125] for imitation learning by training a sequence of decision trees on data points sam-
pled based on how “critical” they are, measured by V π (s ) − mina∈A Qπ (s,a). More concretely,
VIPER runs for N iterations. In each iteration i ∈ N , it samples M trajectories from a dataset Di

induced by following the decision tree policy trained at the previous iteration. Let d (π̂i−1 ) be the
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Fig. 3. Overview of the VIPER algorithm. In the VIPER algorithm [18], an expert trains a decision tree policy

in an iterative fashion. The expert interacts with the environment to collect an initial dataset of state-action

pairs. At each iteration, the previously trained decision tree policy interacts with the environment to produce

more data samples. The expert relabels the actions, and the relabeled data and the existing data are aggre-

gated into a single dataset. VIPER then resamples data points from this dataset to prioritize critical states

and trains a decision tree policy on this resampled data. At the end of the training process, VIPER selects

the best decision tree policy from the collection of decision tree policies.

distribution induced by following the decision tree policy π̂ at the previous iteration t − 1. Then,

the data collection step is Di ← {(s,π ∗ (s )) ∼ d (π̂i−1 ) }. Note that the action is relabeled by the
expert: π̂i−1 (s ) → π ∗ (s ). This dataset is then aggregated with all previous data:D ← D∪Di . The
complete dataset is resampled according to the aforementioned measure of “criticalness.” VIPER
then trains a new decision tree policy on the resulting dataset. After all iterations are complete,
VIPER chooses the best-performing decision tree policy of the N trained ones. Figure 3 visualizes
this process.

Because VIPER makes no assumptions of the structure of the expert—only that the learner has
access to it—it is highly portable. At the same time, this property makes VIPER less translucent. If
the decision tree is used as an explanation, then it is considered a post-hoc technique; if it is used to
replace the non-interpretable policy, then it is considered an intrinsically interpretable technique.

Also inspired by DAGGER, PIRL [150] locally searches over interpretable programmatic policies
by minimizing the distance between the deep RL computed expert policy π ∗’s outputs and the pro-
grammatic policy π̂ ’s outputs on heuristically chosen states. The main idea is to find a program π̂
that closely imitates the expert. Other work that similarly learns programmatic policies through
imitation learning [17] demonstrates the desirable properties of this representation, including in-
terpretability, verification, and robustness, through case studies. Jhunjhunwala [83] distills deep
RL policies into Q-value-based trees with nodes that encode more complex boundary expressions
than standard decision trees. Zhang et al. [170] derive π̂ from π with genetic programming. Triple-
Tree [20] expands the information used in the tree-learning algorithm. For example, the algorithm
uses the variance in value estimates in their splitting criteria. Other work [39] extracts an oblique
decision tree [161] using the rate of information gain as the splitting criteria for the purpose of
power system control. Liu et al. [102] introduces decision trees with linear models at the leaves
and proposes to use stochastic gradient descent to update their values. Still other work [60] dis-
tills non-interpretable policies into soft decision trees [52], which are decision trees with sigmoid
activations rather than Boolean operators.

Although imitation learning offers a promising solution when a high-performing expert is avail-
able to be queried, it faces some unique challenges. For example, an imitation learning policy may
not be robust to novel situations, such as changes in the task and surrounding environment. For a
more extensive discussion of challenges with imitation learning, we refer the interested reader to
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Fig. 4. Overview of the CUSTARD algorithm for learning interpretable decision tree policies. CUSTARD [146]

constructs an augmented MDP, called an IBMDP, that contains expanded action and state spaces. These

additional components correspond to the tests and outcomes, respectively, of growing a decision tree. The

resulting policy takes the form of a decision tree while still enabling the use of a neural network for training.

a previous survey of the literature [76]. However, as robust imitation learning techniques advance,
we expect even more developments in post-hoc XRL.

Importantly, the interpretable policies produced by these methods may be used as either inher-
ently interpretable policies for deployment (given that they achieve relatively high performance)
or explanations of the underlying non-interpretable policies. If used as an explanation, practition-
ers should be careful to understand the instances where the interpretable model and the underlying
neural network deviate. Additionally, in this case, fidelity becomes a more important metric than
performance.

5.2 Learn an Intrinsically Interpretable Policy

We now overview methods that directly learn intrinsically interpretable policies. By directly, we
mean that the policies are learned in an interpretable format, without any conversion step. These
methods produce interpretable models by design; however, they require augmentations to the train-
ing procedure. We primarily distinguish techniques by the form of the learned policy. Because
techniques that utilize decision trees are so numerous, we construct two categories to represent
the different forms: decision trees and other representations.

We first discuss methods that learn decision tree policies. CUSTARD [145] is an exemplar tech-
nique for directly producing an intrinsically interpretable policy in the form of a decision tree.
Figure 4 depicts an overview of the CUSTARD algorithm. CUSTARD achieves intrinsic inter-
pretability by constructing the MDP such that it naturally produces a tree-structured policy.

This augmented MDP, called an IBMDP, contains the actions from the original MDP and intro-
duces actions for constructing a decision tree (i.e., choosing a feature to branch a node). Let AM

represent actions from the original MDP andAI represent the actions introduced by the new for-
mulation. Then, each action ai ∈ AI consists of a tuple 〈c,v〉, where c refers to the chosen feature
andv is the threshold value for that feature. This action corresponds to the test in the decision tree
c ≤ v that controls the branching. In other words, the new actionsAI = { f1, . . . , fN }×{v1, . . . ,vK }
correspond to decision tree tests, where fn corresponds to the chosen feature n (of the N total fea-
tures) and vk corresponds to the selected value k (of K possible values). Therefore, the full action
space for the augmented MDP is A = AM ∪ AI .

To reflect the partitioning of the decision space, we need a way to store the outcomes of these
tests. The natural place to store these outcomes is in the state such that the agent is constrained
to only use the knowledge from these partitions in its decision-making process. Consequently, the
augmented state space contains additional features that correspond to the bounds on the original
state space’s features as chosen by the agent. Let ufn

and lfn
refer to the upper and lower bounds

of feature fn for all n ∈ N . Then, the new features SI = 〈lf1
, . . . , lfN

, . . . ,uf1
, . . .ufN

〉 correspond
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to these resulting upper and lower feature bounds. For example, suppose an agent chooses feature
fn and value vk . If the true value for that feature is less than or equal to the chosen value vk , the
new upper bound for that feature ufn

becomes the minimum of vk and the existing upper bound.
Similarly, if the true value for that feature is greater than the chosen valuevk , the new lower bound
lfn

becomes the maximum of vk and the existing lower bound. Therefore, the full state space for
the augmented MDP is S = SM ∪ SI , where SM is the state space for the original MDP.

To ensure valid correspondence to a decision tree policy, the policy only receivesSI as input dur-
ing training: π : SI → A. Training the agent in this augmented MDP means that the agent directly
learns a decision tree policy for the original environment while still using neural networks during
training. Although this algorithm requires modifications to the training process, the changes are
relatively minimal, making this technique portable to a variety of RL algorithms.

Another technique for permitting gradient-based training involves augmenting the structure of
the tree itself. Because decision trees are not differentiable, Rodriguez et al. [124] propose to learn
a soft decision tree [52], called a differentiable decision tree [138], in which sigmoid activation
functions replace the Boolean decisions in classic decision trees. At the cost of performance, this
tree can then be discretized to form a standard decision tree policy that approximates the original,
soft decision tree.

Other techniques that learn decision tree policies do so without gradients. Most commonly,
these training procedures utilize a modified genetic algorithm [37] or evolutionary approach. For
example, one technique extracts information from the environment, such as locations of objects,
and uses these features to directly learn a tree with an evolutionary approach [38].

In addition to choosing the algorithm for learning an interpretable structure, we must also
choose the structure that we want to learn. In the aforementioned cases, we learned classic decision
trees. However, decision trees have drawbacks: they produce only axis-parallel partitions, cannot
handle approximate reasoning, and are non-differentiable. Alternative policy representations mit-
igate these issues. Trees with algebraic expressions represented by nodes [69, 93] and non-linear
decision trees [45] can represent complex functions because they are more expressive than the
standard Boolean comparisons. Utilizing automatons (e.g., through Tsetlin machines [149]) enables
the use of more general graph structures. Including conceptual embeddings [40] permits learning
interpretable intermediate representations. Fuzzy controllers [68] enable approximate reasoning
because they permit truth values of variables to range between 0 and 1, as in fuzzy logic [166]. Cer-
tain logic formulations [136, 171] and tree structures [117] permit differentiable learning. Despite
their ability to resolve the issues with classic decision trees, most of the aforementioned approaches
have not been evaluated with user studies to understand their actionability, comprehensibility, or
preferability.

All of the techniques in this section enjoy the benefit of producing an intrinsically interpretable
policy. Although decision trees are generally considered interpretable, their qualities may not fit
a particular application (e.g., one that necessitates approximate reasoning). Other representations
risk more initial cognitive load from a user to understand, so they are more applicable when their
long-term benefit outweighs the cost of the initial scaffolding for understanding explanations [47].
Furthermore, these alternative representations ought to be evaluated more thoroughly to under-
stand when (and whether) they provide more useful and understandable explanations.

5.3 Directly Generate Explanation

The final set of FI techniques do not learn an interpretable policy; instead, they generate action ex-
planations from a non-interpretable policy. Explanations of this type sometimes require auxiliary
components to produce, meaning that it is only possible to repair an existing non-interpretable sys-
tem to produce these explanations if we have access to these components and the required data.
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Table 4. Example Queries and Responses for a Natural Language Explanation Technique

Template Example Template Example
Query Query Response Response

When do you When do you I <action> in I pick up the widget when
<action>? pick up the widget? <region>. my camera detects a widget

and the widget is in reach.

What will you do What will you do I <action> when I perform no action when
when <disjunctive when a person is <state region a person is near me.
normal form state near you? description>.

region description>?

This table depicts example queries and responses for a specific natural language explanation technique [67]. The

left-most column provides two examples of template queries that a user can make to the system. The middle-left

column provides an instantiated example of each template. The middle-right column shows template responses to

the queries, and the right-most column shows an instantiated example of each templated response.

These explanations most commonly take the forms of natural language and saliency maps. Natu-
ral language explanations linguistically describe the agent’s decision-making process, whereas
saliency maps are images that topographically highlight regions considered important for an
agent’s decision. There are also a few other types of explanations that cannot be categorized as
one of the aforementioned types. We discuss each of these high-level types of explanations in turn.

Natural Language. We distinguish natural language explanations by their means of production.
Some work leverages templates for the agent to fill in [67]; other work allows the agent to gener-
ate free-form explanations (Table 4). Some techniques [49, 156] leverage human-provided action-
explanation pairs to rationalize agent behavior. We identify the work by Hayes and Shah [67] as
the exemplar for this section.

In the work by Hayes and Shah [67], an explanation is a function д : I × L → N , where I
is a natural language inquiry, L is software control logic, and N is a natural language response.
The software control logic L refers to the underlying control logic that governs the behavior of a
robot or autonomous agent. This logic may be embedded in modern machine learning methods,
making it challenging to directly interpret. For examples of inquiries I and responses N enabled
by this method, please refer to Figure 4. Given this formulation, they introduce a set of question
templates T and binary classifiers to characterize aspects of the state C . These binary classifiers
are also known as predicates [51]. For example, a predicate may ask whether a robot is in a certain
region or not.

The high-level process of producing an explanation is decomposed into four distinct parts. First,
identify the question being asked, which maps the inquiry to a template I → T . Second, resolve
the question template to relevant states, which maps the identified template and the underlying

software control logic to a subset of relevant states T × L → L̂ such that L̂ ⊆ L. Third, concisely
summarize the relevant attributes of these states T × L → Cn . Finally, compose summaries into
natural language to express to a person Cn → N .

Papers that fix a response structure typically enjoy more clarity than those that do not. However,
it requires an adherence to a pre-specified template, which must be defined to repair an existing
non-interpretable system. Recent advances in natural language processing through large language
models [23, 26, 44] may enable us to move toward more free-form explanation-generation methods
without sacrificing clarity. Furthermore, there is some question about the validity of some of these
types of explanations. Some techniques produce post-hoc rationalizations that produce plausible
but not valid explanations. The goal of explanations is not to increase trust in the system but to
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Table 5. Saliency Maps and Their Associated Categorization

Type Publications

Gradient [75] [157]

Perturbation [10] [58] [119] [129]

Object [55] [80]

Attention [11] [79] [85] [112] [133] [141] [172]

Most techniques utilize some form of attention. Interestingly, papers

that generate explanations using saliency maps are more numerous

than natural language and “other” forms of explanations combined.

The popularity of such techniques may be in part due to both their

popularity for interpretable machine learning in general and the

common use of images as input to RL algorithms.

allow the user to make a choice about trusting the system [127]. Human-like explanations that are
plausible but not valid may increase agent trust, but the trust is unfounded without grounding the
explanations to the agent’s decision-making process.

Saliency Maps. We categorize saliency map techniques using the decomposition in the work
of Atrey et al. [14] (Table 5). For example, Greydanus et al. [58] construct saliency maps by
perturbing the input image describing the state with Gaussian blur, then measuring changes in
the policy after removing information from an area. For more details, we refer the reader to the
work of Atrey et al. [14]. Saliency is viewed as insufficient for explaining RL, as the conclusions
drawn from it are highly subjective [14]. Indeed, the majority of claims in the surveyed papers
either propose an ad-hoc explanation of agent behavior after observing saliency or develop an a

priori explanation of behavior evaluated using saliency. Although these techniques may be useful
as a debugging tool, we desire more reliable explanations for high-stakes deployment scenarios.

Other. There exist other forms of explanation, including characteristic functions [155], which
assign values to every possible subset of features, and counterfactual states [115], which illustrate
the minimal change needed to induce a different action selection a′t . To produce counterfactual
states, one can train a deep generative model. The query state st is first encoded to a latent repre-
sentation. We can then move in the latent space to increase the probability of performing a′t in a
way that is amenable to creating realistic outputs. To highlight changes from the original state to
the counterfactual state, we can apply saliency map techniques [58] to highlight the changes.

This area is ripe for exploration, especially given the recent interest in multimodal machine
learning [15]. In this setting, we may want custom local explanations that reflect different modali-
ties. Additionally, given that this area produces novel forms of explanations by design, we should
take care to evaluate these explanations on user-specific metrics, like comprehensibility and ac-
tionability. In particular, it would be interesting to see which forms of explanations are preferred
in multimodal settings and whether a unimodal explanation suffices for a multimodal task.

6 LEARNING PROCESS AND MDP

LPM explanations reveal the influence of other parts of the MDP (e.g., R andT ) or the interactions
with the MDP during learning on the agent’s behavior. As shown in Table 3, this category con-

sists of three subcategories. Most commonly, the agent reveals its learned transition dynamics T̂
(Section 6.1), referred to as model domain information. Alternatively, techniques decompose the
reward function to produce explanations in terms of the agent’s objectives (Section 6.2), which we
refer to as decompose reward function. Other techniques determine training points that influenced
the learned policy (Section 6.3), known as identify training points.
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Fig. 5. Example action influence graph in a Starcraft II game environment. The action influence model pro-

vides a backbone for producing complete action explanation: the causal change from that action to any future

reward that it can receive [103]. For example, the causal chain for action build supply depot is depicted by

the bolder edges. Each colored edge corresponds to a unique type of action (e.g., blue arrows correspond to

the attack action). Each node corresponds to one of the nine state variables.

Some of these methods are interpretable by design, whereas others repair existing systems. Most
of these techniques fall under the former category. They commonly involve specifying additional
structure to enable decomposed reward representations, causal models of the agent’s influence on
the environment, and more. Techniques that repair existing systems typically assume access to the
training data to select important points after training.

6.1 Model Domain Information

Approaches in this category learn models T̂ that approximate T and generate explanations based

on T̂ . For a recent survey of techniques that learn T̂ not for the purpose of explainability, we refer
the interested reader to the work of Moerland et al. [110]. These techniques primarily differ in
terms of the questions these generated explanations answer.

We identify the work on integrating causal models with RL as our exemplar [103]. This work
uses causal models to generate contrastive explanations for why and why not questions. They
introduce action influence models AM = (Sa ,F ) (see an example of an action influence graph of
a Starcraft II game environment [152] in Figure 5), which are based on (pre-specified, potentially
learned [153]) structural causal models [64]. Structural causal models decompose the world with
random variables of two types: exogenous (external) and endogenous (internal). The potential
relationships between these variables can be described with a set of structural equations.

Action influence models define a signature Sa that consists of the set of exogenous variablesU ,
the set of endogenous variablesV , and the set of actionsA, and a function R denoting the range
of values for every variable. An action influence model is a tuple Sa ,F , where Sa is the signature
and F is a set of structural equations—one for each unique action set that influences X ∈ V . The
causal effect on X from applying an action A is defined by a function FX ,A, and the set of reward
variables Xr ⊆ V are defined by the set of sink nodes. In other words, action influence models are
structural causal models except that each edge is associated with an action.

In this work, the structural equations are learned during the RL process. It is assumed that the
structure of the graph is pre-specified, but it could also be learned [153]. This structure consists
of a directed acyclic graph specifying causal direction between variables. The structural equations
are learned as multivariate regression models.

To generate explanations for “why?” questions, this work sets the desired goal to achieve as the

predecessor nodes of the rewards. We can traverse the causal graph to obtain explanations. Let
−→
X r

be the vector of reward variables reached by following the causal chain of the instantiated graph

M−→V←−→S to sink nodes. Let
−→
X h be the vector of variables of the head node of action a. Let

−→
X p be
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Fig. 6. Treasure-hunting scenario (left) and its corresponding reward decomposition (right). In this setting, a

robot (blue circle) tries to find treasure (brown rectangle with gold center) while avoiding cliffs (blue triangle)

and monsters (pink circle). As a result, this task has a clear semantic decomposition of reward: falling off

cliffs gets a high penalty, encountering monsters gets a small penalty, finding an empty treasure chest (brown

rectangle) gives a small reward, finding gold (gold rectangle) gives a higher reward, and discovering a full

treasure chest (brown rectangle with gold center) offers the highest reward. The right figure depicts the

resulting reward decomposition for the HRA [148] algorithm. Intuitively, treasure is the most important

reward component for all actions.

the vector of variables that are immediate predecessors of any variable in
−→
X r within the causal

chain. The corresponding values of these variables under the instantiated graph are −→x r ,
−→x h , and

−→x p . Then, the produced explanations are in the form of (
−→
X r =

−→x r ,
−→
X h =

−→x h ,
−→
X p =

−→x p ).
To answer “what-if” questions, Rupprecht et al. [129] learn a generative model of the environ-

ment, which enables the probing of agent behavior in novel states created by an optimization
scheme that induces certain actions in agents. For example, one can optimize for states where
the agent expects to perform poorly, then visualize such states to observe the agent’s behavior.
To contrast between a selected action at and alternative ones a′t , Cruz et al. [35, 36] use episodic
memory to explain decisions with success probability—that is, “at gives an 85% probability of task
success compared to 38 % of a′t .” Lin et al. [100] provide action preference explanations in terms of
human-provided features. Yau et al. [163] provide explanations in terms of intended outcome: the
agent projects predicted future trajectories from its current state and proposed action. To under-
stand correlative context for failure cases, Chen et al. [32] learn a sequential latent environment
model that can be used to generate a semantic mask to understand the surrounding context. Other
work [98] learns a graph neural network [19] policy to capture the structure of the environment
and later extract rules.

Explanations can address a plethora of potential questions a user may have. Clearly defining
these questions and the ability of the techniques to address them is important for users to under-
stand an explanation’s capabilities. For example, we do not want users to assume causal relation-
ships when the explanation only provides correlations.

6.2 Decompose Reward Function

By conveying aspects of the reward that contributed to the agent’s behavior, an explanation pro-
vides information in terms of the agent’s objectives. Most work in this area focuses on presenting
interpretable views of Qπ (s,a).

Before the agent starts learning, the explanation designer can use reward decomposition [10, 84]
to split R (s,a) into a set of additive terms with semantic meaning: R (s,a) =

∑
c ∈C Rc (s,a), whereC

is the set of reward types.Qπ (s,a) is similarly decomposed asQπ (s,a) =
∑

c ∈C Qπ
c (s,a). With this

decomposition, one can inspect actions in terms of tradeoffs between the types. Figure 6 shows an
example reward decomposition chart that results from the semantic decomposition of the reward
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function in a treasure-hunting domain. Intuitively, the treasure is the most important component
of the reward function.

However, this approach cannot be used with any RL algorithm. As mentioned in the original
paper [84], some algorithms do not produce Qπ

c with values that are accurate to the greedy execu-
tion policy, which yields explanations that violate intuition. These approaches adjust the value of
each Qπ

c toward rc + γmaxa′Q
π
c (s ′,a′). Instead, for the reward components to take on the correct

values, we need to use algorithms that train each Qπ
c toward the greedy policy by first computing

a+ = arg maxa′
∑

c ∈C Qπ
c (s ′,a′) to update each component Qπ

c (s,a) toward rc + γQ
π
c (s ′,a+). As a

result, explanation designers can only construct XRL algorithms of this type by design.
To contextualize this one-step (local) reward decomposition, one technique [123] utilizes hier-

archical RL [16] to analyze the effect of hierarchical goals on the interpretability of these expla-
nations. More concretely, they employ a two-level hierarchy: the top level learns a sequence of
goals and the bottom level learns how to satisfy these goals [91]. The objective is then to use these
hierarchical goals to have an explicit understanding about the objective of the agent while also
understanding the concrete action selections using reward decomposition.

Other work [21] similarly presents explanations using a Q-value decomposition; however, they
decompose the task into subtasks to visualize per-subtask Q-values as a heat map over the environ-
ment. Although this technique offers a way to repair an existing system by generating explanations,
these visualizations are more challenging to interpret and are not evaluated with end users.

To answer “what-if” questions with respect to specific actions, Bica et al. [22] model an expert’s
reward function in terms of preferences over proposed alternative outcomes. They aim to recover
the unknown reward function of an expert R∗ (ht ,at ) = w∗ · ϕ (ht ,at ) by learning R (ht ,at ), where
ht is a realization of the history of observations and actions until timestep t and ϕ is the feature
map. To define the feature map, they use counterfactual reasoning to explain the expert’s behavior
in terms of the tradeoffs associated with alternative outcomes: ϕ (ht ,at ) = E[Yt+1[at ]|ht ], where
E[Yt+1[at ]|ht ] is the potential outcome from taking an action. Along similar lines, other work [82]
aims to learn a reward function from human feedback by first preprocessing reward functions into
simpler but equivalent functions.

Reward-based explanations may help laypeople understand how reward-based objectives influ-
ence the decision-making process of an RL policy [10]. However, we require further explanatory
steps to produce actionable explanations. For example, a decomposition of the reward function
could be combined with an approach from Section 6.3 to illustrate which experiences impact each
of the Qπ

c estimates. Ideally, this combination also reveals the experiences to remove to affect the
estimates of these different components. An example technique that yields more actionable expla-
nations of this form is EDGE [61], which learns to identify which timesteps contributed to the final
reward to identify policy errors and weaknesses.

6.3 Identify Training Points

These techniques identify important training points, or transition tuples, that influence the agent’s
learned behavior. Influence commonly refers to a change in some function value (e.g., Qπ (s,a)).

We identify the work on interpretable off-policy evaluation [56] as the exemplar for this type
of work. Off-policy evaluation in RL refers to estimating the value of a given evaluation policy πe

using data collected from a different behavior policy πb . This work identifies points that are influ-

ential for value estimates with the insight that highly influential transitions should be presented
to human experts to verify whether the data points contain mistakes, such as human measure-
ment errors. Figure 7 depicts the high-level human-in-the-loop process enabled by interpretable
off-policy evaluation. Given access to trajectories and the computation required to compute these
influence functions, this technique makes a system interpretable by design in this context.
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Fig. 7. Use cases of identifying influential transitions in a medical scenario. When training data is human-

generated, there can often be mistakes in labeling or measurements. To help correct these cases, interpretable

off-policy evaluation [56] identifies and extracts influential transitions. Experts—in this case, doctors—can

inspect and validate these transitions. One use case is identifying and removing an influential, buggy mea-

surement from the dataset. Another use case is identifying and correcting temporal misalignment present

in the data. In general, this work can be used as a decision support tool for injecting human expertise in

evaluating OPE methods for noisy and confounded observational data.

To evaluate influence, the authors propose a few measurements, including total influence and

individual influence. The total influence Ij of a transition τ (j ) is the change in value estimate v̂ if

that transition was removed: Ij ≡ v̂−j−v̂ , where v̂−j is the value estimate of the dataset when τ (j ) is

removed. The individual influence of a trajectory refers to the change in the Q-estimate q(x (i ),a (i ) )
after the removal of a trajectory τ (j ) , defined as Ii, j ≡ q̂−j (x (i ),a (i ) ) − q̂(x (i ),a (i ) ). With these
influence functions, we can compute other metrics of interest, such as the normalized absolute
value of the influence of a trajectory.

These influence functions can be efficiently computed to identify whether there exist any sig-
nificantly influential transitions. The authors present a few methods to compute the influence
functions, including kernel-based and linear least squares versions of fitted Q-evaluation [96]. We
refer the interested reader to the paper to understand the precise implementation of these algo-
rithms. If these algorithms do not identify influential trajectories, then OPE seems reliable. If they
do, then the trajectories can be presented to domain experts, such as doctors, to identify potential
problems with the data, like temporal misalignment and buggy measurements. After correcting
these mistakes, we can rerun interpretable off-policy evaluation to check if there still exist any
highly influential trajectories.

Other work [42] selects and records states with associated importance weights that correspond
to different decisions in a learned policy. Equipped with this knowledge, one can understand the
most influential transition tuples for a policy’s individual decisions. However, unlike the inter-
pretable off-policy evaluation work, it is unclear how to amend the training process to remove
undesirable behaviors based on this information alone.

7 POLICY-LEVEL

A less-studied but important category of explanations is those which describe an agent’s longer-
term behavior. We discuss three subcategories, as mentioned in Table 3: summarizing behavior
in the context of experiences encountered by the agent during training (Section 7.1), converting

ACM Computing Surveys, Vol. 56, No. 7, Article 168. Publication date: April 2024.



Explainable Reinforcement Learning: A Survey and Comparative Review 168:23

RNNs to interpretable forms (Section 7.2), and summarizing behavior according to similar states
(Section 7.3).

7.1 Summarize Using Transitions

We can explain an agent’s behavior in terms of the experiences encountered by the agent during
training. With these explanations, human operators know which experiences influence the agent’s
behavior, providing more information to adjust the behavior if desired. These methods are distinct
from those described in Section 6.3 because the goal is to describe the agent’s long-term behavior
based on influential trajectories, not individual transition tuples. These trajectories are combined
to create a summary of agent behavior.

We identify the work by Amir et al. [9] as the exemplar technique of this type. This work selects
trajectories based on the state importance, defined as I (s ) = maxa Q

π (s,a) − mina Q
π (s,a), and

diversity, which is considered by identifying the most similar state ss to a state s currently included
in the summary and comparing I (ss ) with I (s ). The more important state and its corresponding
trajectory is used in the summary. The summary therefore consists of a set of important (and
potentially diverse) trajectories.

Other methods largely differ from one another due to the different selection criteria for choosing
the trajectories or transition tuples. Huang et al. [74] select states where the chosen action has a
much higher Q-value than another action. Dinu et al. [46] use Align-RUDDER [118] to identify key
events in trajectories. Align-RUDDER performs a contribution analysis to redistribute rewards
to these key events. Jacq et al. [81] present a new type of MDP in which a default behavior is
chosen unless an agent chooses to act. This formulation enables us to see the states in which the
agent chooses to take control by overriding the default action. These transitions are considered
important.

To investigate the effects of different summary-extraction models on policy reconstruction, Lage
et al. [92] compare approaches for choosing subsets of s,a pairs that characterize the agent’s behav-
ior. They find that the best type of summary-extraction model is highly subjective, which motivates
personalizing user models for summarization.

The aforementioned techniques help people understand agent behavior in important states.
However, these techniques may not be helpful if there is a distribution shift [87], which is com-
mon in many practical applications. Distribution shifts can occur for a variety of reasons, including
sim-to-real transfer [130]. To help users understand how an agent will behave under distribution
shifts, Frost et al. [53] propose to provide users with behavior across a wider trajectory distribu-
tion. Instead of showing trajectories along optimal paths, they propose to start in off-distribution
states, which are those obtained by initially following the policy and then following an alternate
one. These trajectories are then shown to people as counterfactual trajectories.

These metrics for importance tend to highlight extreme policy behavior: states in which the
agent risks performing very poorly compared to its best action. This property is useful for high-
stakes, real-world scenarios. However, these techniques are not helpful for understanding how
these behaviors fit together. This problem is exacerbated when scaling the environment complexity,
as the trajectories may be so widely temporally spaced that the interpretation is not useful.

7.2 Convert RNN to Interpretable Format

In RL, policies are commonly represented with RNNs [128]. RNNs are a class of neural networks
that permit cycles, which is amenable for modeling sequential or time series data. This property
means that their internal memory encodes features of the observation history critical for decision
making [132, 159], making them a good choice to model policies for RL. Although the RNN itself
is not interpretable by design, converting the RNN to an interpretable representation enables us
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to repair the existing system. Because of the existing relationship between finite state representa-
tions and RNNs [30, 116], finite state representations are a popular choice for this interpretable
representation.

One work [89] converts RNN policies to a finite state representation called a Moore machine [88],
that is nearly equivalent to the original RNN. This process involves an additional quantiza-
tion network [162], called a quantized bottleneck network, that encodes the memory states and
observation vectors encountered during the RNN operation. These networks are autoencoders [72]
with a quantized latent representation with the goal of discretizing a continuous space. After train-
ing two quantized bottleneck networks, one for the observed features and one for the states, these
networks are inserted into the original RNN. The observed-feature quantized bottleneck network
is inserted between the units of the RNN that compute the features and the nodes to which those
units are connected, and the state quantized bottleneck network is inserted between the output
and input of the recurrent network block. To more closely match the performance of the previous
RNN, the authors propose to fine-tune the network on the original rollout data of the RNN.

This procedure results in a Moore machine network, from which a classic Moore machine can
be extracted and minimized. However, this minimization process can merge semantically distinct
states, obfuscating a deeper understanding of the finite state machine. As a result, Danesh et al. [41]
propose a more interpretable reduction technique to preserve key decision points of the policy.

Note that this family of techniques only applies in cases where the agent contains an RNN,
which makes them less portable than techniques that make no assumptions on the architecture of
the underlying agent. To mitigate this issue, Hasanbeig et al. [66] construct a deterministic finite
automaton to capture these sequential dependencies in an interpretable representation without
reliance on an RNN policy.

Completely removing the RNN from the agent permits a more interpretable structure. However,
the agent is changed through the minimization process, yet it is treated as equivalent to the original
agent. In other words, the agent acts like it is following the resulting finite state machine, but it is
not internally behaving this way. This misalignment is potentially problematic: it may influence
users to believe that the agent will behave one way when it will not. As a result, assessment of these
techniques should include measures of how well these explanations support users in correctly
understanding the model.

7.3 Extract Clusters or Abstract States

Sometimes it is invaluable to understand the overall behavior of the agent in terms of how it will
act when it encounters similar states. One advantage of this approach is that people only need to
understand the similarity metric for aggregating states and the model for summarizing the policy.
XRL methods that produce summarizations using these clustered or abstract states are similar
to those for generating abstractions for RL. We refer the interested reader to recent work [3] on
abstraction-generation methods.

TLdR [137] is an example of such a summarization technique. It summarizes policies for stochas-
tic shortest path problems by identifying landmarks, which are defined as propositional formulas
that must be satisfied for an agent to complete a goal. TLdR identifies landmarks and their relative
ordering to assemble as a graph to present to a user. The technique assumes access to a modelM
with a state space that can be specified by a set of propositional fluents F , where |S | = 2 |F | , and a
set of goal states G that can be described by a subset of propositions G. These landmarks, called
policy landmarks, are defined for a given model, fluent set, and policy: a policy landmark is defined
from s0 to the goal set if and only if the formulas in the tuple and their corresponding ordering can
be satisfied by every execution trace from the original state to the goal set. Because the landmarks
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can be viewed as a form of temporal abstraction, the possible transitions between landmarks are
displayed as a graph depicting how an agent would reach a goal state from the starting state.

Abstract policy graphs [146] are Markov chains of abstract states that summarize a policy in
terms of expected future transitions. CAPS [105] proposes to first cluster states using decision trees,
then make an abstract policy graph using these clustered states. Each node of the abstract states
is described with natural language. Zahavy et al. [167] do not directly construct graphs; instead,
states are embedded into a space, where the agent treats states located close to one another in this
space similarly. A human operator can identify clusters and relationships between these clusters
through manual inspection.

These techniques rely on different assumptions, such as the binarization of features [146]. Future
work could investigate relaxing assumptions to produce more general techniques. Furthermore, we
may desire different semantic graph structures, such as hierarchical graphs, where the high-level
graph describes the subtask transitions and the lower-level graphs describe the lower-level control
policies.

8 PRACTICAL APPLICABILITY OF THIS TAXONOMY

To organize the XRL literature, we have proposed a taxonomy that helps elucidate the nuances of
the RL decision-making process, allowing practitioners to apply this understanding in real-world
scenarios. This taxonomy, divided into three high-level categories, provides a robust framework
to comprehensively assess the RL problem and comprehend the agent’s actions and choices. We
give examples of how this taxonomy can be used to choose an explanation category for XRL use
cases.

In a safety-critical system, it is vital to comprehend the agent’s prioritization during decision
making. For example, in assessing the use of RL to control self-driving cars [86], practitioners, in-
surance agents, and other stakeholders may wish to understand what the agent was prioritizing
when a crash happens. This goal corresponds to identifying the impact of features on the agent’s
decision making, so FI explanations are needed. Practitioners faced with problems of this type are
guided to the first category of our taxonomy (Section 5). This category of explanations is suitable
not only for investigating negative outcomes but also for understanding whether agents are em-
ploying the appropriate environmental factors to make choices. For example, these explanations
would also be appropriate to determine whether the agent is factoring in the proximity of pedestri-
ans or speed-limit signs when choosing its speed. Therefore, any questions about the relationship
between state features and action selection suggest using explanations from this category.

When applying RL in a setting where the agent adapts to users, practitioners may want to know
how the agent changes due to user feedback and preferences. An example of this type of application
is using RL in recommender systems [5], where the goal is to help companies serve suggestions to
consumers in a more user-centered way. In this setting, practitioners seek explanations about the
effects of different reward signals, domain models, and interactions with users. Unlike the previous
example, the representation or content of individual states is not key to answering practitioners’
questions about the agent. Instead, explanations from the second category of our taxonomy (Sec-
tion 6) are suitable. LPM explanations could enable practitioners to improve the system’s ability to
learn from user interactions and provide more personalized recommendations over time. It could
also help identify cases where the agent is trying to negatively manipulate preferences to make
them easier to satisfy [29].

When RL is applied to real-world domains, training directly in that domain may be prohibi-
tively expensive or potentially unsafe. As a result, the agent is trained on a simulated domain,
which is designed to be similar to the real-world domain but may differ in subtle ways. Given that
such RL systems are trained in simulation, the agent may exploit unrealistic domain dynamics. In
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this case, it is critical that the human operator agrees with the overall approach of the agent, not
just the immediate next step, which requires understanding the entire policy. Industrial scenarios,
like datacenter cooling [95], may necessitate explanations of this type. Given the desire to iden-
tify and understand behaviors that span multiple actions, PL explanations are best suited for this
use case. These explanations correspond to the third category of our taxonomy (Section 7). Expla-
nations from the other two categories are insufficient for this use case: FI explanations focus on
single-timestep behaviors, and LPM explanations focus on why an agent has learned a given policy
rather than what the policy does.

In summary, our proposed taxonomy offers a comprehensive and structured approach to under-
standing and interpreting the decision-making process of RL agents. By employing this taxonomy,
RL practitioners can start with a question about an RL system and narrow their set of considered
methods to those that can answer this question.

9 A ROADMAP FOR XRL

We have explained, summarized, and contextualized the existing work in XRL. We now turn our
attention to the future. Here, we synthesize the gaps in the XRL literature to discuss opportunities
for future research. We focus on the following directions: investigating the properties of expla-
nations for RL, standardizing evaluation through benchmarks, and focusing on techniques that
leverage the unique facets of the RL problem to provide correct and coherent explanations.

9.1 Assessing Key Properties of XRL Techniques Using Appropriate Metrics

We believe it is important to investigate properties of explanations for RL and to standardize these
evaluations through operationalized metrics. Some metrics, such as preferability and actionability,
necessitate user studies to properly evaluate; however, only 16 of the 73 surveyed papers include
user studies. Furthermore, as identified in Table 2, papers most commonly evaluate techniques
using visualizations and task performance measures, which means that claims of interpretability
are (typically) not well founded. These metrics must reflect the goals of the task, so we recommend
that researchers carefully consider how to operationalize these metrics before evaluating their
methods.

Unfortunately, some studies give an incomplete picture of the utility of the proposed expla-
nations. For example, it is not enough to evaluate whether people believe explanations are useful.
Focusing only on perceived utility risks selecting for explanations that match users’ domain knowl-
edge or preconceived beliefs about agent reasoning. To avoid this pitfall, we must also evaluate
whether explanation methods are useful and accurate in explaining the agent’s behavior. Likewise,
we caution against substituting explanations with ad-hoc rationalizations. Instead of using a sub-
jective post-hoc interpretation of a behavior and corresponding explanation, explanations ought
to reflect the agent’s underlying decision-making process [14]. In other words, rather than trying
to increase user trust by obfuscating an agent’s true decision-making process, it is better to instead
faithfully represent the decision-making process. In doing so, we can ensure that any increased
trust the user may have in the system as a result of these explanations is well founded.

We now discuss what we believe are good practices for choosing metrics for assessing expla-
nations. It is challenging to provide specific recommendations for every problem because every
setting consists of context- and user-specific challenges. However, we believe that there is a dif-
ference between establishing a type of explanation as generally interpretable and evaluating an
existing interpretable explanation.

9.1.1 Assessing Existing Explanations. We first discuss assessing explanations that are more
well established as being understandable. For example, consider decision trees. Decision trees are
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generally considered to be an interpretable model family, as long as they are not too large. If the
goal is to replicate existing findings, then measuring decision trees using established metrics from
previous work is reasonable. If the goal is to produce new insights to a problem and one can only
choose from a subset of metrics for evaluating the explanation, then we recommend choosing a
different set of evaluation metrics.

We now discuss a few examples using decision tree policies as our exemplar explanation. To pro-
duce new insights, one can examine more domain-specific assessments, such as whether decision
tree structured policies produce more actionable explanations on the target domain than those of
a different form. Furthermore, one can explicitly examine the tradeoffs between cognitive load and
actionability for the domain of interest. We can also move toward understanding how particular
aspects of the human participants may influence their ability to utilize the type of explanation for
a problem domain. In these studies, we suggest accounting for influential characteristics of the
users, such as domain expertise, to evaluate the relevance of the explanations [50].

9.1.2 Assessing New Types of Explanations. When proposing a new form of explanation, we
recommend performing a user study to evaluate if the explanation is practical and understandable.
Measuring comprehensibility tells us whether the explanation is understandable at all, whereas
measuring the associated cognitive load provides insight into how challenging the explanation is
to interpret. In general, new proposed explanations ought to be evaluated with metrics, such as
those discussed in Section 3, that demonstrate the utility of the new explanation.

9.2 Comparing Techniques through Benchmarks

There is no singular benchmark for evaluating explanations for RL. The standard domains used in
the literature vary widely, spanning toy control [171], games [115], real healthcare data [22], and
more. The usage of such disparate domains makes comparing evaluations challenging, especially
when high-quality explanations are often context-dependent [6]. To make progress toward con-
crete and context-dependent tasks within XRL, we believe it is critical to evaluate the quality of
explanations using benchmarks with standardized environments and metrics. Although traditional
machine learning benchmarks suffer from important issues, such as construct validity with respect
to the problem being addressed [122], we believe that benchmarks, and competitions based off of
these benchmarks [34, 63], can propel research forward if appropriate scope and focus is provided
to an important, carefully selected problem. To that end, we propose two types of benchmarks for
XRL research: type-based and objective-based.

9.2.1 Type-Based. Type-based benchmarks aim to produce high-quality explanations of a cer-

tain type, such as decision tree policies, which are evaluated in a standardized set of environments
with common metrics. The goal of this type of benchmark is to understand the tradeoffs between
explanation generation methods while controlling external factors such that we can attribute any
differences to the methods or explanations. If possible, these benchmarks should vary the complex-
ity of the problem. For example, when comparing decision trees, it should be possible to represent
π ∗ with a tree in (at least) the simple environments (e.g., Cartpole) to ensure that the techniques
can reliably learn high-performing decision tree policies. These benchmarks will permit evalua-
tion of explanation-specific properties, such as decision tree depth, in addition to more general
metrics, like performance and fidelity.

Existing benchmarks of this type are designed for the supervised learning [73] or time series
prediction [78] settings. These benchmarks are a great start for evaluating different types of expla-
nations for RL. For example, we can cast the supervised learning problem as a one-step RL problem
with a classification-based reward. However, we still require tasks that involve making decisions
over time, so MDP-based tasks are still necessary for evaluating explanations in the context of RL.
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9.2.2 Objective-Based. The purpose of an objective-based benchmark is to produce high-
quality explanations of any type for a particular task. The goal of this type of benchmark is to
understand the best, or most useful, explanation(s) for a specific, important task. Indeed, recent
work [6] indicates the importance of grounding explanations with their real-world application.
This type of benchmark requires clearly defining the goals of the explanations and metrics to
ascertain whether these goals have been achieved. These goals may be more general, such as an-
swering causal questions, or more specific, like providing summaries of suggested treatment plans
by an assistive medical AI. Metrics may include the predictability of a system by users with and
without providing explanations or perceived user comprehensibility of provided explanations. At
present, we are not aware of any such benchmarks of this type.

9.2.3 Considerations for Type-Based and Objective-Based Benchmarks. Existing RL bench-
marks [34, 94, 97, 165] may be repurposed for both benchmarks, as long as they are reworked
to include an interpretability focus. At the same time, most existing benchmarks for RL focus on
two main areas: simulated robotics and games. Given that a goal of making RL more interpretable
is to expand the possible real-world applications of machine learning, we encourage researchers
to exercise creativity in imagining the tasks for these benchmarks. We also encourage researchers
to consider broader impacts and whether research for that task ought to be done before propos-
ing benchmarks in that field, as labor hours and financial contributions help legitimize potential
harmful applications.

In both types of benchmarks, we require human-in-the-loop evaluations to properly compare
techniques against one another. To our knowledge, only one benchmark provides a principled
means of doing such an evaluation [131]; however, it is done in the context of learning from hard-
to-define reward functions, not interpretability. As a result, another critical research direction is de-
veloping a principled approach for human-in-the-loop evaluations [47] of XRL techniques. Given
the interest in deploying RL on real-world problems, we encourage benchmark designers to con-
sider recruiting more specialized workers when evaluating explanation quality (e.g., healthcare
workers for healthcare tasks). If the cost to deploy these user studies is prohibitive, another inter-
esting avenue of research is simulating parts of user studies [33], such as filtering out explanation
types to present to users before conducting the study.

These benchmarks are complementary: the results of both are interesting and useful to the other.
In tackling the objective-based benchmarks, researchers may introduce novel techniques that can
be added to the set to evaluate in type-based benchmarks to better understand the tradeoffs. Be-
cause type-based benchmarks supply a means of evaluating the tradeoffs between explanation-
generation methods of a certain type, their results can be used to help select the techniques used
in the objective-based benchmarks. After sufficient evaluation, the objective-based benchmark pro-
vides either a means of repairing an existing, non-interpretable system or making a system inter-
pretable by design.

9.3 Investigating RL-Specific Explanations

As shown in Table 3, a large portion of XRL techniques stem from the supervised learning literature.
In particular, FI techniques mirror the standard interpretable classification setup by providing local
explanations of single actions at (the label) in the context of the immediate state st (the input data
to be classified). Although these explanations are useful for elucidating the immediate context
of local decisions, we can leverage important components of the RL problem to produce more
actionable and informative explanations.

We believe a fruitful direction of research is one that leverages these critical components. For
example, an agent’s objectives can be conveyed in terms of reward (Section 6.2). Likewise, to
communicate the effects of an agent’s actions, a causal model can be learned from the agent’s
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interactions with the environment (Section 6.1). Crucially, supervised learning style explanations
convey short-term behaviors, so they can be augmented with explanations that depict how an
agent will act over time (Section 7).

Furthermore, we encourage researchers to provide concrete descriptions of what their methods
enable. These descriptions can consist of the part of the RL process that the method explains,
what questions the technique addresses, and more. We desire transparency around the affordances
of explanations to prevent user misunderstanding. For example, it can be misleading to provide
explanations phrased as causal relationships for techniques that only explain correlations. These
descriptions also enable practitioners to understand whether the techniques can help repair an
existing system to be interpretable in the way that is best suited for their needs. The same is true
for enabling practitioners to select systems for their use case that are interpretable by design.

10 CONCLUSION

We presented an extensive summary of XRL techniques in the context of our novel taxonomy. We
compared representative approaches of each type and discussed their applicability and critiques.
In doing so, we identified which techniques enable the construction of an interpretable system by
design and which enable repair of an existing non-interpretable system. We identified gaps in the
current literature and concluded by suggesting three major avenues of research to drive the field
forward.
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