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Abstract

Using text classifiers, we can structure all manner of relevant text automatically, from

emails, social media, surveys, legal documents, and more in a fast and cost-effective way. In

this paper, a semi-supervised ensemble learning algorithm Heterogeneous-training is pro-

posed and applied to the field of text classification. Based on the Tri-training algorithm, the

Heterogeneous-training algorithm improves the traditional Tri-training algorithm by using

different classifiers, dynamically updating the probability threshold and adaptively editing

data. The experiments show that our method always outperforms Tri-training algorithm

in text classification on benchmark text data sets.

KEYWORDS:

Text-classification · Machine Learning · Natural Language Processing · Ensemble Learning

· Semi-supervised Learning

1 INTRODUCTION

With the continuous development of computer technology and network technology, the text data on the network is increasing day by day. As the

information carrier with the widest distribution and the largest amount of data, it is particularly important to scientifically organize and manage

massive data by using text classification technology. So text classification is an important issue in the field of natural language processing in

current machine learning field. Traditional supervised learning requires manual label of text categories, so the labor cost is high. Semi-supervised

text classification can learn the information of unlabeled samples, so it attracts more and more attention. The most common weakly supervised

method 1,2,3,4 of text classification involves generating pseudo-labels and training a classifier to learn the mapping between documents and classes.

It is undeniable that pseudo-label quality contributes significantly to final classification accuracy. But because of their inspiration, theywill inevitably

produce noise. It is common for pseudo-labels to be generated by using some heuristic, such as String-Match between the documents and seed

words 5 provided by the user. There is a high risk of erroneous predictions trained on such noisy labels. Therefore, it is necessary to reduce the

noise generated by pseudo-labels as much as possible.

Ensemble learning 6, as a machine learning method, can well integrate multiple weak supervised classifiers, thus greatly reducing the noise. The

first ensemble learning method: co-training algorithm was proposed by Blum et al7. In this method, it is assumed that the dataset has 2 sufficiently

redundant views, each corresponding to one attribute set. There are 2 sufficient conditions for the definition of a view: each attribute set can

describe the original dataset and each attribute set is independent of the other attribute set. However, in reality, these 2 conditions are difficult

†This is an example for title footnote.
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to satisfy. For example, many data have multiple views, but not necessarily sufficient views8); the 2 views are not often sufficiently independent.

The literature 9 does not require the problem itself to have sufficiently redundant views, but introduces restrictions on the types of classifiers and

increases the computational overhead for estimating the labeling confidence.

In response to the shortcomings of Co-training, Tri-training10 was developed to improve efficiency by avoiding the long validation time of

traditional co-training while using multiple classifiers for co-training. In this algorithm, firstly, the labeled sample set is bootstrap sampling to obtain

three labeled training sets, and then a classifier is generated from each training set. During the co-training process, the new labeled examples

obtained by each classifier are provided by the other two classifiers in cooperation. Specifically, if the predictions of the two classifiers for the same

unlabeled example are the same, the example is considered to have a high labeled confidence, and it is added to the labeled training set of the third

classifier after being labeled. When predicting the unseen examples, Tri-training algorithm no longer selects one classifier to use like the previous

algorithms, but uses the voting method often used in ensemble learning to form an ensemble of three classifiers to realize the prediction of the

unseen examples. Unlike previous co-training algorithms, which need to explicitly estimate the confidence of labels, Tri-training algorithm implicitly

compares the confidence of different unlabeled samples by judging the prediction consistency of three classifiers. Therefore, it is unnecessary to

frequently use time-consuming statistical testing techniques.

The traditional Tri-training method implicitly compares the labeling confidence of different unlabeled examples by determining the prediction

consistency of three classifiers.So it eliminates the need for frequent and time-consuming statistical testing techniques11.The implicit treatment

is often less accurate than the explicit estimation of labeling confidence.Especially if the initial classifier is weak, the unlabeled examples may be

mislabeled, thus introducing noise into the training of the third classifier. In addition, although the algorithm defines an error constraint formula to

constrain the introduction of noisy data, it does not consider the problem of unbalanced sample classes in the training set due to classifier error

accumulation. Meanwhile, since the same one learning method to train the data, even if the training sets are different, the obtained classifiers

have the same classification result for any data probability is greater than the probability of different.Affected by this, the generalization ability of

Tri-training algorithm is not strong.

To address these problems, we propose the ideas of semi-supervised learning and co-training into text classification, and improves the tradi-

tional information gain algorithm and Tri-training algorithm, and proposes a semi-supervised learning algorithm based on the improved Tri-training

algorithm. We propose a semi-supervised classification method Tri-training-New based on Tri-training algorithm to achieve text classification, and

make full use of the unlabeled sample data to improve the classification performance.

The rest of this paper is mainly about the following contents: The second part explains our research on semi-supervised text classification,

ensemble learning and Tri-training algorithm, the third part puts forward our own improved model, ANIESBNVJEHDNQAIBNIU, the fourth part

writes our related experiments, and the fifth part expounds the relevant conclusions of this paper.

2 RELATED WORK

2.1 Semi-supervised Text Classification

There are many difficulties in text classification, the fundamental reason of which is various ambiguity or polysemy and evolution problems widely

existing at all levels of natural language texts. For example, from the perspective of input length, texts are divided into short texts, long texts and

super-long texts, and texts with different lengths are suitable for different classifiers. Secondly, from the label level, complex semantic recognition

is another difficulty in text classification. Finally, many words have produced many new meanings over time, which makes text classification more

difficult.

Recently, Semi-supervised Text Classification(SSTC) work has focused on deep self-training12 13 14 15 16 17]. Classifiers can use marked and un-

marked texts to learn water depth characteristics under a unified framework. This can be accomplished by performing a replacement process. In

the replacement process, the current depth classifier updates the pseudo-labels of the unlabeled text and then retrains the depth classifier on

marked and pseudo-labeled texts. For example, the virtual combat training (VAT) method12 15 follows the principle of making the classifier resist

random and local interference. First, it uses the current depth classifier to generate the prediction of the original text, then applies local pertur-

bation to the embedding of the original text, and trains the depth classifier by using the consistency loss between the original prediction and the

output of the depth classifier. Besides, the maximum likelihood confrontation training14, virtual confrontation training and entropy minimization

are combined into a unified goal. In addition, unsupervised data enhancement (UDA)16 uses data enhancement techniques, such as reverse trans-

lation and tf-idf word substitution, to take advantage of the loss of consistency between the prediction of unlabeled text and the corresponding

enhanced text instead of applying local perturbation. This work13 makes use of cross-view training by matching the prediction of the auxiliary pre-

diction module on the restricted view of unlabeled text (for example, only a part of a sentence) with the prediction of the main prediction module

on the corresponding full view.
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2.2 Ensemble Learning

Ensemble learning 18 combines several independent models to get better generalization performance. Currently, deep learning models with multi-

layer processing architecture are showing better performance as compared to shallow or traditional classificationmodels.Themain idea of ensemble

learning is to generate multiple learners through certain rules, then combine them by some integration strategy, and finally make a comprehensive

judgment and output the final result. Generally speaking, many learners in ensemble learning are homogeneous "weak learners". Based on this

weak learner, several learners are generated through sample set disturbance, input feature disturbance, output representation disturbance and

algorithm parameter disturbance, and a "strong learner"19 with better accuracy can be obtained after fusion. With the deepening of integrated

learning research, its broad definition 20 has been gradually accepted by scholars. It refers to adopting learning methods for multiple groups of

learners without distinguishing the nature of learners. However, at present, the research on ensemble learning of homogeneous classifiers still

accounts for the majority.

2.3 Tri-training10

Many semi-supervised learning algorithms use the classifier generation model, and use expectation maximization to simulate the process of tag

estimation or parameter estimation. A prominent achievement in this area is the co-training paradigm proposed by Blum and Mitchell7, which

trains two classifiers separately on two different views, I.E. Two independent sets of attributes, and uses the predictions of each classifier on unla-

beled examples to augment the training set of the other. Dasgupta et al.21 have shown that when the requirements are met, by maximizing their

consistency on unlabeled data, jointly trained classifiers could produce fewer generalization errors. Unfortunately, in most cases, this demand is

difficult to satisfy. Goldman and Zhou9 proposed an algorithm that does not use attribute partition. However, it requires using two different super-

vised learning algorithms that partition the instance space into a set of equivalence classes, and employing the time-consuming cross-validation

technique to determine how to label the unlabeled examples and how to produce the final hypothesis.

Zhou et al proposed a new co-training style algorithm, named tri-training. Tri-training does not need sufficient and redundant views, and does

not need to use different supervised learning algorithms. It assumes that the instance space is divided into a group of equivalent categories.

Therefore, it can easily be applied to common data mining scenarios. In contrast to previous algorithms that utilize two classifiers, tri-training uses

three classifiers. This setting solves the problem of how to mark unlabeled examples and how to generate the final hypothesis, which makes a great

contribution to the efficiency of the algorithm. In addition, combining these three classifiers can obtain better generalization ability.

The general procedure of the Tri-training classification algorithm is as follows. First, a small number of labeled data sets L are initialized, and

three classifiersH1,H2 ,and H3are trained by L. If x is any point in the unlabeled data set U , andH2 ,and H3have the same classification result for

x, then x is labeled as H2(x) and added to the training set of H1, thus forming a new training set S1 = L∪{x/x ∈ UandH2(x) = H3(x)} for H1.

Similarly, the training sets ofH2 andH3 are expanded to S2 and S3, respectively. Tri-training compares the labeled confidence of different unlabeled

samples instead of explicitly comparing the labeled confidence. This avoids the need for frequent and time-consuming statistical testing techniques.

However, the downside is that this implicit process is often less accurate than the explicit estimation of labeling confidence, especially when the

initial presentation classifier is weak and unlabeled samples may be mislabeled, thus introducing noise to the third classifier. labeled samples are

accurate then the negative impact of the introduced noisy data can be offset by the benefit of using a large number of unlabeled samples.

3 HETEROGENEOUS-TRAINING

Tri-training has achieved surprising results in classification by using semi-supervised ensemble learning. However, the Tri-training algorithm itself

has some problems.The traditional Tri-training method implicitly compares the confidence of different unlabeled samples by determining the pre-

diction consistency of three classifiers. Therefore, it eliminates the need for frequent and time consuming statistical testing techniques. The implicit

processing is usually less accurate as the explicit estimation of the confidence of the mark. Specifically, if the initial classifier is weak, the unlabeled

examples may be mistakenly labeled, thus introducing noise into the training of the third classifier. In addition, although the algorithm defines an

error constraint formula to constrain the introduction of noise data, it does not consider the problem of sample class imbalance in the training set

caused by the accumulation of classifier errors. At the same time, because the same learning method is adopted to train the data, even if the train-

ing sets are different, the probability that the classifier can get the same classification result for any data is greater than the probability of different

classification results. Affected by this, the generalization ability of Tri-training algorithm is weak. Moreover, the new labeled examples obtained by

each classifier are collaboratively provided by the remaining 2 classifiers during the co-training process22 23. The proportion of sample categories

in the unlabeled data is unknown, and noise data is constantly introduced in the training process, which leads to the continuous accumulation of

discrimination errors of classifiers and the imbalance of sample categories in the training set.
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To address these problems, we proposes an improved Tri-training algorithm.Compared with the original Tri-training algorithm, our new algorithm

has the following five improvements.

1. Use three different supervised classification algorithms as learning algorithms.

2. The proposed improved algorithm shares one training set among three classifiers.

3. More strict restrictions on samples entering labeled data sets.

4. Combining the RemoveOnly24 editing operation and adaptive data editing strategy25 into the Tri-training learning process.

5. Track the training the probability thresholds of the 3 classifiers are dynamically updated for the same unlabeled sample.

The steps of text classification include text preprocessing, text feature selection and classifier training. Our new model will be described from

these three steps.At the same time,the flow and characteristics of the algorithm will be described in detail below.

3.1 Text Preprocessing

Text preprocessing refers to the standardized processing of the selected text data so that it can be converted into a form for subsequent feature

extraction, including word segmentation, stop words removal, special character deletion and root reduction of English words. Among them, word

segmentation is the word obtained by using English spaces and punctuation marks as separators. To stop words is to eliminate meaningless words

and filter them with commonly used English stoppages. Delete special characters Use regular expressions to filter other characters except English

characters, numbers and punctuation; The simplification of English words roots is to obtain the basic form of words by removing affixes.

3.2 Selection Of Text Features

Information gain is a common feature selection algorithm in text classification. Information gain reflects the importance of features, and the larger

the information gain, the more important the features are.

The total information gain formula is as follows.

IG(t) =−
k

∑

i=1

P (Ci) log2 P (Ci) + P (t)
k

∑

i=1

P (Ci | t)× log2 P (Ci | t) + P (t̄)
k

∑

i=1

P (Ci | t̄) log2 P (Ci | t̄) (1)

k is the number of patent types; P (Ci) is the probability that a certain type of patent text appearing in the total number of all types of patent

texts,P (Ci) = NCi
/N . NCi

is the number of certain types of patent texts and N is the total number of patent texts; P (t) is the probability

that the text containing feature t appears in all patent text,P (t) = Nt/N , and Nt) is the number of patents containing feature t; P (Ci | t) is

the conditional probability that the patent belongs to class Ci when the feature t appears; P (Ci | t) = Nci∩t, Nci∩t is the number of texts with

feature t in the class Ci; P (t̄) is the probability of the text without feature t appearing in the total patent text, P (t̄) = Nt̄/N,Nt̄, and Nt̄ is the

number of patents without feature t; P (Ci | t̄) is the conditional probability that the patent belongs to class Ci when feature does not appear,

and P (Ci | t̄) = Nci∩t̄/Nt̄, Nci∩t̄ is the number of patents that do not have feature in class Ci.

3.3 Classifier Training

LetDi be a labeled balanced training set containing |Di| samples and a given set of labelsC = {c1, c2, c3, . . . , cm};DU be an unlabeled training set

containing |DU | samples:
{

du1 , du2 , . . . , du|DU |

}

; and the validation and test sets beDv andDt.Di ,Dv andDt obey the same data distribution.

Let the three initial classifiers h2 ,h2 and h3 be trained by the original labeled balanced training set, and use these three classifiers tomake prediction

judgments on the unknown sample set, and only those samples that satisfy the aforementioned conditions (i. e. , all three classifiers have the same

prediction for the same unlabeled sample, and the prediction probabilities given by all three classifiers are greater than their respective probability

thresholds) can be added to the original training set. The prediction probabilities are calculated by the classification algorithms of the classifiers,

and the set of |C| probability distributions summing to 1 is obtained by all 3 classifiers for any sample duj
inDU , and the expression is:

P
(

duj

)

=

{

pro
ci
hk

(

duj

)

| 0 < pro
ci
hk

(

duj

)

< 1, k = 1, 2, 3, duj
∈ DU , ci ∈ C,

m
∑

i=1

pro
ci
hk

(

duj

)

= 1

}

(2)

Where the maximum probability is the predicted probability, namely

max
{

pro
ci
hk

(

duj

)

| 0 < pro
ci
hk

(

duj

)

< 1, ci ∈ C
}

(3)

The probability thresholds are updated dynamically according to the changes in the proportion of sample categories after each iteration of

training, so the initial set of probability thresholds for the 3 classifiers must be obtained first. The initial set of "pseudo-labels" predicted by the

three classifiers for DU is obtained by first using h1 , h2 and h3 to determine the unlabeled datasetDU , and then using equation (4) to calculate
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the frequency of the number of labels of the three classifiers for m categories in L as The set of initial values of probability thresholds,which can

be defined as:

Per =







per
ci
hk

| per
ci
hk

=

∑|DU |
j=1

F
(

lhk

(

duj

)

= ci
)

∑m=1
i=1

∑|DU |
j=1

F
(

lhk

(

duj

)

= ci
)

, k = 1, 2, 3, ci ∈ C







(4)

Where F(·) = 1 when lhk

(

duj

)

= ci , otherwise F(·) is 0. The adaptive clipping strategy for RemoveOnly is as follows: letDt represent round

t as the newly labeled sample set of h1 in round t-1 iteration, Dt

de as the remaining training set after clipping, and εt and εt as the hypothetical

classification error rate ofDi ∪Dt andDi ∪Dt

de
for h1 training more, respectively. If RemoveOnly has not been triggered in the t− 1th iteration

and
∣

∣Dt
∣

∣ >
∣

∣Dt−1
∣

∣, RemoveOnly will be triggered under the guarantee of εt
de

< εt < εt−1; if RemoveOnly has not been triggered in the t− 1th

iteration and
∣

∣Dt
∣

∣ >
∣

∣Dt−1
∣

∣, RemoveOnly will be triggered if εt < εt−1 but εt
de

< εt−1 cannot be satisfied; if RemoveOnly has been triggered

in the t − 1th iteration and
∣

∣Dt
∣

∣ >
∣

∣

∣
Dt−1

de

∣

∣

∣
, h will be triggered under the guarantee of εt

de
< εt < εt−1;if RemoveOnly has been triggered and

∣

∣Dt
∣

∣ >
∣

∣

∣
Dt−1

de

∣

∣

∣
in the t− 1th iteration, RemoveOnly will be triggered if εt < εt−1

de
is not satisfied but εt

de
< εt−1

de
is satisfied; except for the above

cases, s will not be triggered.

Algorithm1 explains the running process of themodel. First, input original labeled balanced training setDi , unlabeled training setDU , validation

set DV test set Dt , number of subsets of unlabeled training set n, number of iterations t0 , sample category proportion upper bound Ph , lower

bound Pl , and fine-tuning step . Preprocess the labeled balanced training set. Reduce the dimension of the preprocessed ones, get the feature

vector, and train the featur vector with Naive Bayes, SVM, and Xgboost(Chen et al. ,2016) to get three initial classifier h1, h2and h3 with large

differences. Use h1, h2 and h3 to preliminarily determineDU and get L0. Calculate Per in L0 for m categories.

Per =
{

per
ci
hk

, k = 1, 2, 3, ci ∈ C
}

(5)

Divide DU into n subsets at random, use h1, h2 and h3 to determine DU , get DUt
. DU = DU1

∪ DU2
∪ . . . ∪ DUn

, DUt
=

{

dUt
1 , dUt

2 , dUt
3 , . . . , dUt

|DUt |

}

, ∀DUt
⊂ DU .Use h1, h2 and h3 to determineDU , and getDUt

:

L (DUt
) =

{

llhk

(

dUt
1

)

| llhk

(

dUt
1

)

∈ C, k = 1, 2, 3, dUt
1 ∈ DUt

}

P (DUt
) =

{

pro
Ci
hk

(

dUt
1

)

| 0 < pro
Ci
hk

(

dUt
1

)

< 1, k = 1, 2, 3, dUt
1 ∈ DU , ci ∈ C,

∑m
i=1 pro

Ci
hk

(

dUt
1

)

= 1
} (6)

For each patent text dUt
1 inDUt

,Di+ =
{

dUt
1

}

,DU− =
{

dUt
1

}

.The constraints are as follows:







llh1

(

dUt
l

)

= llh2

(

dUt
l

)

= llh3

(

dUt
l

)

= ci, ∀ci ∈ C

max
{

pro
ci
hk

(

dUt
l

)

| 0 < pro
ci
hk

(

dUt
l

)

< 1, ci ∈ C
}

≥ per
ci
hk

, ∀k = 1, 2, 3
(7)

If i (categories in Di) > Ph , per
ci
hk

+ = step, else per
ci
hk

− = step.Then repeat until traverse through all the patent texts in DUt
.Next, clip Di

with RemoveOnly and calculate the performance. Calculate two performance of RemoveOnly and determine whether RemoveOnly is trigger or

inhibited according to that triggering condition in the adaptive strategy accord to the current situation, and for each h1, h2 and h3, if it is triggered,

updating the training set with the edited new marker sample set for retraining; if it is suppressed, the training set will still be updated according to

the standard Tri-training method. After that, retrain h1, h2 and h3 with updated Di ; validate with Dv ,recording the result and iteration of at that

time.Then,repeat until the number of iterations is equal to t0 . Finally, take the best validation result among the 3 classifiers as the final classifier

H, test it onDt , and output test result F1 .

4 EXPERIMENTS

4.1 Experimental Environment

The CPU is 5220R 2.2G, 24C/48T (24 core 48 process) * 2,server is EMC PowerEdge R740, GPU is NVIDIA GRX 3090, memory is 384G, operating

system is Ubuntu 18.04, CUDA 11.4.0, Python 3.7 and Pytorch 1.2.

4.2 Dataset

We conducted experiments on four datasets. The details of the dataset are as follows.

The New York Times (NYT): The NYT dataset is a collection of news articles published by The New York Times. They are classified into 5

coarse-grained genres (e. g. science, sports) and 25 fine-grained categories (e. g. music, football, dance, basketball).

20 Newsgroups (20 News): the 20 News dataset is a collection of newsgroup documents partitioned widely into 6 groups (e. g. recre-ation,

computers) and 20 fine-grained classes (e. g. graphics, windows, baseball, hockey).
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Figure 1 Schematic diagram of Heterogeneous-training algorithm model.In the figure, Labeled Training Set represents Di, including the original

labels and pseudo-labels, Classifier 1, Classifier 2 and Classifier 3 represent h1, h2 and h3, Unlabeled Training Set represents DU , Unlabeled

Training Set 1, Unlabeled Training Set 2, Unlabeled Training Set t represent DUt1
, DU2

and DUt
.Pseudo-labeled data 1, Pseudo-labeled data 2,

Pseudo-labeled data l represents dUt
1 , dUt

2 and dUt
l

;C represents the trained classifier after iteration T times.

Algorithm 1 Heterogeneous-training

Input: original labeled balanced training set Di unlabeled training set DU , validation set DV and test set Dt , number of subsets of unlabeled

training set n, number of iterations t0 , sample category proportion upper bound Ph , lower bound Pl , fine-tuning step .

Output: final classifier H, test result F1 .

(1) Use h1, h2 and h3 to preliminarily determineDU and get L0.

(2) Calculate Per in L0 for m categories.

(3) DivideDU into n subsets at random, use h1, h2 and h3 to determineDU , getDUt
.

(4) For each patent text dUt
1 inDUt

,Di+ =
{

dUt
1

}

,DU− =
{

dUt
1

}

.

(5) If i (categories in Di) > Ph , per
ci
hk

+ = step, else per
ci
hk

− = step.

(6) Repeat steps (3) to (5); traverse through all the patent texts inDUt
.

(7) Clip Di with RemoveOnly and calculate the performance.

(8) Retrain h1, h2 and h3 with updated Di ; validate Dv ,recording the result.

(9) Repeat steps (4) to (10) until the number of iterations is equal to t0 .

(10) Take the best validation result among the 3 classifiers as the final classifier H, test it onDt , and output F1 .

AGNews 26 is a huge collection of news articles, divided into four coarse-grained topics, such as business, politics, sports and technology.

Books 27 28 is a data set containing book descriptions, user-book interactions and user book reviews collected from Goodreads 3, a popular

online book review website.

The dataset statistics and the corresponding noise ratios for the initial pseudo-labels are provided in Table 1.
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Table 1 Dataset statistics

Dataset #Docs #labels #Noise Ratio(%)

NYT-Coarse 13081 5 11.51 †

NYT-Fine 13081 26 31.77

20News-Coarse 17871 5 12.48

20News-Fine 17,871 17 25. 69

AGNews 120,000 4 16. 26

Books 33,594 8 37. 35 †

4.3 Compared Methods

We compare with several label selection methods mentioned below:

Tri-training 10, Tri-training with different classifiers, Tri-training+RemoveOnly24, Tri-training with updated probability thresholds and Tri-training

with "admission condition".

We consider the same number of samples in each iteration as Heterogeneous-training for all the above baselines because we cannot adjust

individual thresholds for each dataset. There is no human annotated data in a weakly supervised setting and a fixed threshold does not work for all

datasets due to the different prediction probability distributions in different datasets. Therefore, for controlled experiments and fair comparisons,

we consider the same number of samples as Tri-training_ew in each iteration.

4.4 Experimental Settings

The selection of hyperparameters in general text classification experiments is performed by manual experience or k-fold cross-validation. In this

study, to avoid excessive complexity of the algorithm,some hyperparameters are determined bymanual experience.We set the number of iterations

t=10,the upper bound , the lower bound , and the fine-tuning . We focus on the effect of the choice of the number of subsets n of the unlabeled

training set on the experimental results. If the number of subsets is set too large, the time complexity of the algorithm may be too high and the

classification effect will not be improved significantly;if the number is set too small,it may not be accurate to discriminate the unknown samples

due to insufficient iterations of the classifier,and it is measured that n is set to 10. For the classifier, we choose SVM, Naive Bayes and XGBoost to

classify the text.

4.5 Evaluation Metrics

The expressions for the accuracy and completeness are defined as:

P =
a

a + c
× 100% (8)

R =
a

a + b
× 100% (9)

In the expressions, a is the number of texts that actually belong to a category and are predicted by the classifier to be in that category; b is the

number of texts that actually belong to a category and are predicted by the classifier to be in other categories; c is the number of texts that actually

do not belong to a category but are predicted by the classifier to be in that category. The accuracy rate and the completeness rate reflect two

different aspects of automatic patent classification, and generally speaking, the accuracy rate and the completeness rate are contradictory, i. e. , it is

impossible to improve these two indicators at the same time, so they should be considered together. The evaluated value is used as the evaluation

index of the experiment, and the expression is:

F1 = 2RP/(R + P) (10)

4.6 Model Sensitivity

Figure 2 shows Heterogeneous-training method with different number of unlabeled training sets and different number of initial training sets. It

aims to investigate the influence of the change of n on the classification effect under different number of initial training sets. Set n=6, 7, 8, 9, 10;
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Figure 2 Heterogeneous-training with different number of unla-

beled training sets and different number of initial training sets.

Figure 3 Heterogeneous-training of different numbers of unla-

beled samples and different numbers of initial training sets.

Table 2 The results of the evaluation on six datasets.

Coarse-grained Datasets Fine-grained Datasets

Method NYT-Coarse 20News-Coarse AGNews Books NYR-Fine 20News-Fine

Tri-training 78. 1 67. 4 63. 8 47. 8 70. 4 65. 3

Tri-training+different classifiers 79. 8 69. 2 63. 4 48. 6 72. 3 66. 8

Tri-training+RemoveOnly 84. 4 72. 6 66. 1 49. 7 71. 2 66. 2

Tri-training+updated probability thresholds 81. 6 70. 7 69. 7 47. 2 73. 5 67. 2

Tri-training+"admission condition" 80. 2 71. 9 66. 3 48. 1 72. 8 65. 8

Heterogeneous-training 85. 3 76. 3 70. 9 52. 3 75. 6 69. 4

Set the feature dimension to 450; 160, 200, and 240 text segments inD1 constitute the original marked training setDi,D2 as the verification set

Dv ,D3 as the test setDt, andD4 as the unlabeled training setDU . The data sets are all provided from NYT-Coarse.

As can be seen from the figure, when there are relatively few labeled training samples, the Heterogeneous-training algorithm proposed in this

study can use unlabeled patent samples to enhance the ability of supervised learning. With the number of three initial training sets, when n is from

6 to 7, F1 changes greatly; When n continues to increase, the improvement effect of F1 is not obvious. This shows that in order to obtain the best

performance and lower time complexity at the same time, n should not be too large or too small. When the number of initial training sets continues

to increase, F1 is improved, which shows that properly increasing the initial training sets can improve the classification effect of this algorithm.

Figure 3 compares the Heterogeneous-training of different numbers of unlabeled samples and different numbers of initial training sets to

investigate the number of unlabeled samples under different numbers of initial training sets.The influence of the change on the classification effect.

Set n=8, and set the feature dimension to 450; 160, 200 and 240 text segments in D1 are used to form the original marked training set Di, D2

is used as verification set Dv , D3 is used as test set Dt, and D4 to D8 are used as unlabeled training sets.The data sets are all provided from

NYT-Coarse.

As can be seen from the figure, under the three initial training sets, when the number of unlabeled training sets is 7 000, F1 of Heterogeneous-

training algorithm all reaches its peak value, which is 0.812,0.820, 0.832. Under different initial training sets, with the increase of unlabeled training

sets, F1 shows a trend of first increasing and then decreasing, which indicates that the number of unlabeled training sets should not be too large

or too small if the algorithm wants to get the best performance. Increasing the number of unlabeled patent samples in a certain range can improve

the classification effect of the algorithm.

4.7 Results

We present a summary of the results of the evaluation by using different classifiers and selecting methods in Table 2.Initial pseudo-labels are

generated using String-Match5. Micro and Macro-F1 scores are used as evaluation metrics. Three random seeds were used for each experiment,



AUTHOR ONE et al 9

and the average values and its corresponding standard deviations were given in percentage form. In order to make a fair comparison, we consider

the same number of samples for each baseline as the Heterogeneous-training. Heterogeneous-training that outperforms the standard is rendered

bold. All experiments are run on three random seeds, and mean, standard deviations are reported as percentages.

Experimental results show that the performance is significantly improved for all classifiers on fine-grained datasets. In some cases, such as NYT-

Coarse, F1 improved by 8. 9. However,we also find that some methods are low in some cases. This may be due to the fact that the number of noisy

labels is higher in fine-grained data sets, which leads to higher noise. It may also be that the selection of classification methods is not suitable for

some data sets, and the classification effect of this algorithm on these data sets has not reached the expected performance compared with other

classification algorithms.

5 CONCLUSIONS

In this paper, we study and improve the Tri-training algorithm, and propose a new improved model Heterogeneous-training and apply it to the

field of text classification. Heterogeneous-training can improve the accuracy of text classification without changing the training set. By dynamically

updating the probability threshold and stricter conditions, the accuracy of this algorithm is greatly improved compared with that before improve-

ment. Experimental results show that, compared with the original algorithm, Heterogeneous-training with three different classifiers is significantly

better than Tri-training algorithm in the index F1 of experimental data set. However, the improved algorithm still has shortcomings. In the case of

a small initial training set, the performance obtained with a smaller training set may be lower, so more mislabeled data may be generated in the

classification process. How to eliminate noise better will be the focus of the future research on three training algorithms. Moreover, more superpa-

rameters in the algorithm are determined by human experience, and this problem should be solved in future research. Furthermore, we also expect

the Heterogeneous-training algorithm to play a role in the field of deep learning.
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