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educational experience? Do systems of  
financial aid or educational assessment 
work equally well for everyone? How 
does the student/researcher experience 
at your university vary from one in a 
neighboring city, state, or country? 

As HRI system designers, we all have 
power. Varying amounts of power, gen-
erally influenced also (unfortunately) by 
factors like race and gender, but power 
nonetheless, and as the old adage goes: 
“with great power comes great respon-
sibility.”  We get to shape what HRI re-
search gets done, and hence influence 
the ways in which robots are likely to 

W hat does it mean to talk about power and equity in the context of HRI? First, we 
need to define what we mean by power. I find D’Ignazio and Klein’s framing a 
really useful one, specifically because it links the concept of power to system 
design: “We use the term power to describe the current configuration of 

structural privilege and structural oppression, in which some groups experience unearned 
advantages—because various systems have been designed by people like them and work for 
people like them—and other groups experience systematic disadvantages – because those 
same systems were not designed by them or with people like them in mind” [1]. 

I would argue most of us working in 
HRI are system designers of one sort 
or other. Some of us are working to 
design and implement systems which 
can better understand human behav-
ior, others are trying to figure out a 
particular appearance or behavior de-
signs that make robots most appeal-
ing and acceptable (or not) to poten-
tial users, others still are working to 
design robot-based interventions that 
fit within broader healthcare or educa-
tional systems. Fundamentally, we’re 
all looking to contribute to the design, 
development and application of robot 

systems which work well for people. 
But which people? All people, equally? 
Is that even possible? 

Similarly, we all exist within a num-
ber of systems for which D’Ignazio and 
Klein’s framing of power is equally appli-
cable. Perhaps most obvious to our HRI 
work might be the educational system(s) 
we have progressed through and/or 
are embedded in, but we might also 
think about the political and economic 
system(s) we reside within, whether 
that’s at the local, national and/or inter-
national level. Thinking about your own 
university, do all students get the same 

As HRI researchers, designers, and developers we need to reflect on 
the ways that power pervades the social contexts we’re designing 
for and in. What can we do, with the power we have as designers, to 
produce more equitable HRI? 
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tious of imposing our own values on 
users. Shaowen Bardzell summarizes 
this ethical dilemma succinctly in her 
work on Feminist HCI. Specifically, she 
draws attention to the fact that design 
based on empirical research risks work-
ing always within the status quo, and 
hence propagating regressive or harm-
ful practices under the guise of usabil-
ity. However, designers taking it upon 
themselves to challenge these practices 
and produce progressive design solu-
tions, without engagement from key 
end users or affected communities, can 
also be problematic. We must question 
our own position in asserting “what 
an “improved society” is and how to 
achieve it” [7]. Particularly, designers 
in a position of relative privilege, often 
with little to no lived experience relat-
ing to the application context.b Setting 
design or research agendas from this 
position through a “desire to help,” 
without proper engagement of targeted 
communities, is reminiscent both of 
techno-determinist and paternalistic, 
colonialist savior narratives that ignore 
work already happening within those 
communities and minimize their 
agency: “Don’t worry! We’re finally here 
to solve your problems with our supe-
rior technology!”

Participatory approaches, which 
look to center and engage target users 
throughout design and development 
processes, provide one obvious way to 
avoid this. 

b	 An example from my own work: I am currently 
working on a project exploring the use of so-
cial robots to increase reach of and engage-
ment with healthy living activities in tradi-
tionally disadvantaged suburbs of Uppsala. In 
comparison, I live in a gentrified area of Stock-
holm, enjoy relatively good socio-economic 
stability and am unlikely to face the same bar-
riers to traditional healthcare provision that 
individuals from these communities are often 
subject to encounter. Who am I to decide, by 
myself, the best way to use and design robot 
technologies for this use case? What I can do 
however, is provide HRI design expertise and 
lead technical HRI development within a col-
laborative co-design project working together 
with members of the community and health-
care researchers. Previous work has identified 
grassroots work tackling improved health al-
ready happening within the communities—
community walking groups, women’s groups 
etc. It is vital to consider how any possible 
robot-based intervention can further support 
and compliment these already-working activi-
ties.

impact society, but also the ways in 
which such research is done. In our re-
cent work on Feminist HRI [2], myself 
and my collaborators try to provide a 
practical guide for examining and chal-
lenging power in and with HRI. We be-
lieve doing so offers a route to better, 
more ethical HRI “every day,” as well 
as generating new and interesting re-
search directions for the field. 

EXAMINING AND CHALLENGING 
POWER IN HUMAN-ROBOT  
INTERACTION
Power differentials pervade the real-
world environments and social con-
texts that we are designing for. Fail-
ing to acknowledge and reflect on 
these when designing HRI increases 
the risk that our robot deployments 
will further increase power dispari-
ties and inequities among different 
types of users. Evidence for this can 
already be seen in current deploy-
ments of warehouse robots. Prom-
ised to reduce “dirty, dull and dan-
gerous” work, the deployment of 
warehouse robots instead correlates 
with increased worker isolation, 
pressure on production quotes and a 
surge in workplace injuries [3].

Let’s take another example: Imag-
ine you’re working on social robots 
to be used for STEM education in the 
classroom. We know that the STEM 
classroom continues to be a site of ra-
cialized, gender-based inequity [4]. Is 
your robot deployment going to reduce, 
maintain or even amplify such dispari-
ties? Given demonstrated issues of race 
and gender-based bias in computer vi-
sion [5] and voice detection systems [6], 
for example, it’s not hard to imagine 
social robots “failing to notice” those 
children already most marginalized in 
the classroom, What message does that 
send, and reinforce, about whose voices 
are (not) valued in STEM?

What could HRI designers and de-
velopers do to avoid such outcomes? Re-
flecting on the power relationships be-
tween different actors within your use 
case environment is a vital first step. 
Knowing about  race and gender-based 
inequities in the STEM classroom you 
might identify different or additional 
benchmarking and validation tests you 
want to run before any real-world de-
ployment—something akin to an ethi-

cal risk assessment of your system. You 
might even re-visit key parts of your sys-
tem design: What type of sensor tech-
nologies you’re using, what the robot 
“looks like” if it is particularly anthro-
pomorphic (thinking about potential 
for racialization and gendering), how 
it is intended to influence classroom 
dynamics, etc. You might even wonder 
whether your robot should actually at-
tempt to interact an equal amount with 
each child in the classroom, or instead 
specifically target increased engage-
ment with those children who are typi-
cally most marginalized, as an exercise 
in more equitablea design and advo-
cacy—depending on where you want, 
and are able, to position your work on a 
spectrum from “examining and reflect-
ing on power”  to “actively challenging 
power with design.” 

Here we must be cautious, however. 
Firstly, would targeted engagement 
actually realize the underlying goal of 
reduced marginalization in the class-
room? Maybe it would actually result 
in increased (unwelcome) attention, 
alienation and awkwardness for the 
targeted students, or maybe teachers 
will start interacting less with those 
students (consciously or not) as they 
know “the robot’s going to take care 
of it.” Secondly, while “HRI design 
as advocacy” has a lot to offer both in 
terms of improved HRI design and new 
research directions, we must be cau-

a	 Compared to equality (treating everyone the 
same) equity recognizes that certain people, 
under certain circumstances, need to be treat-
ed differently in order to achieve meaningful 
equality of opportunity.

A feminist approach 
to HRI design would 
invite us to recognize 
and remember that 
our end users have 
minds and bodies 
which experience 
pleasure, pain, 
desire, and emotion.
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During my Ph.D., I took this approach to 
development of a “fitness coach” robot; 
a robot that would guide and motivate 
users through the kind of boring exer-
cise program that people often give up 
after a few sessions. I worked very closely 
with a (human) fitness instructor from 
my university gym to first identify what 
the robot should be able to do (its action 
space), as well as the kind of informa-
tion it should be using to inform its de-
cision making (its input space). We also 
worked together to design a “teaching 
tablet” he could use to control the robot 
in real-time; providing action exemplars 
the system could learn from, and, as the 
system started learning, accepting, or 
rejecting suggested robot actions as an-
other form of teaching feedback. When 
it came to putting the robot in to the 
gym, it was also the fitness instructor 
who led on deciding where exactly the 
robot should be placed, and how and 
when he would “handover” clients to/
from the robot fitness coach when they 
came to exercise. For example, as partic-
ipants progressed through the program, 
he elected to guide them through some 
additional, post-session stretching exer-
cises to supplement their workout with 
the robot. In summary, I tried to share 
my power as the researcher/designer, 
by sharing decision making with (and 
yielding to) the fitness instructor wher-
ever possible, such that he had a central 
role in design, deployment, automation, 
and evaluation of the system. 

Toward the end of deployment, we 
tried completely running the robot 
autonomously based on what it had 
learned. We demonstrated the robot 
out-performed a heuristic-based sys-
tem—an “if this then that” rule-based 
system using rules also written by our 
fitness instructor—and delivered per-
sonalized motivation to each partici-
pant, evidencing the “technical” success 
of our approach. On the social side, the 
instructor’s presence and involvement 
in the process clearly impacted partici-
pants’ engagement with and trust of the 
robot-based program. Reflecting on the 
program afterwards, some particularly 
drew attention to the distinct, but com-
plementary, roles taken by the robot and 
the instructor, noting they appreciated 
the combination of the one-on-one ex-
ercise time with the robot with the pre- 
and post-session interactions with the 

PARTICIPATORY HRI:  
SHARING POWER AND BUILDING 
BETTER ROBOTS 
Participatory design and co-design ap-
proaches represent ways for designers 
to engage users in research, design, 
and development processes. The terms 
are sometimes used interchangeably, 
but co-design specifically requires par-
ticipants have equal authority to the 
designers, driving the overall what, why 
and how rather than working to deliver 
on designers’ pre-defined agenda—not 
always possible given  constraints of 
project-based academic funding and 
research requirements to deliver par-
ticular research outputs. Participatory 
design still aims to empower potential 
end-users to contribute to and lead to 
particular design decisions, but the de-
sign space possibilities might be some-
what reduced; consider the questions: 
“(How) can we use robots to improve 
community healthcare” versus “how 
should this robot health coach be per-
sonalized to this particular commu-
nity?” Note  a valid answer to that first 
question on “how can/should we use 
robots in this application” might be “we 
cannot.” Are we ready to write up and 
report that as our result? Part of reckon-
ing with power in HRI means recogniz-
ing and being transparent about the ex-
tent of our own power. The line between 
co-design and participatory design is 
fuzzy but if, in reality, we already know 
we are going to engage in design of a 
robot health coach because that’s what 
we’re funded to do, what your supervi-
sor wants you to do or what you need to 
do in order to get published and gradu-
ate, perhaps participatory design (PD) 
is a more appropriate and achievable 
approach—and that’s OK! It is still pos-
sible to challenge power and engage in 
more equitable design practices via PD, 
we should just be open and transparent 
as to our research agenda and the limits 
of our design exploration space. 

Typical PD methods include focus 
groups, workshops, and maybe even 
hackathons, but generally it’s still up 
to the roboticists, engineers, program-
mers, etc. to go away and implement the 
co-designed requirements, ideas, or de-
signs—particularly when it comes to the 
automation of robot behaviors via some 
sort of machine learning or AI. Partici-
patory automation, done well [8] can 

allow us to go one step further. In my 
own work, I’m interested in setups that 
allow domain expert(s) to “teach” robots 
how to behave in-situ. I believe such set-
ups represent a way of simultaneously 
tackling the technical and societal chal-
lenges associated with building socially 
intelligent and/or expressive robots. The 
socio-emotional intelligence involved 
in responding appropriately, e.g., to a 
de-motivated physiotherapy patient, is 
tacit and intangible. It is not possible, 
even with the help of domain experts, 
to write simple heuristics for govern-
ing how social robots ought to deal with 
such situations—I know, because I have 
tried. Yet, when working with people 
such domain experts are able to intui-
tively “do the right thing” for the person 
they’re working with, because they have 
a good “sense” of what’s likely to work 
best. This intuition is likely informed by 
their prior experiences with a variety of 
patients, their knowledge, understand-
ing of, and relationship with this spe-
cific patient as well as their real-time 
assessment of things like the patient’s 
mood and energy levels. But none of 
this seems to be particularly explicit in 
their mind at the moment of interac-
tion. They just know what to do. For this 
reason, human-robot “teaching” setups 
that allow domain experts to program 
and/or personalize robot behaviors in 
real-time seem like an appropriate way 
to address the technical challenge of 
generating autonomous, contextually-
aware socially intelligent behavior.

Embedded within a broader PD pro-
cess, such approaches provide a way for 
domain experts to lead the design, au-
tomation, and evaluation of robots [9]. 

We get to shape what 
HRI research gets 
done, and hence 
influence the ways 
in which robots 
are likely to impact 
society, but also the 
ways in which such 
research is done.
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bring these together? How can we work 
together across specialisms to tackle 
some of the new and exciting research 
gaps that emerge as we try take more 
power sensitive, participatory and/or 
feminist approaches to HRI? Having 
had so many interesting and exciting 
conversations with students and other 
young researchers at this year’s HRI 
conference, I am confident that we’re 
going to see an increasing amount of 
research and design tackling these 
questions, and I, for one, cannot wait to 
see the results. 
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instructor. In summary, empowering 
the instructor to take such a leading role 
in the robot’s design and development 
led to technical and social success that 
I doubt I’d have come anywhere close 
to if acting alone. Sharing my power to 
design and develop HRI yielded a better 
result across all of our typical success 
measures.  

But what if the machine learning ap-
proach hadn’t outperformed the heuris-
tic system? Or, what if, after months of 
labor-intensive robot-teaching from the 
instructor required to train our robot 
coach, DeepMind or OpenAI released 
some new pre-trained social chatbot 
that we could plug into our robot in or-
der to achieve basically the same thing, 
straight “out of the box”? Such a robot 
coach might score equally well on our 
traditional measures of success, but in-
tuitively it seems obvious people might 
feel differently about a social agent 
downloaded straight from the web ver-
sus one trained for them, with them, 
and by their personal fitness trainer. 
Similarly, hands-on involvement in 
teaching, monitoring, and improving 
the robot’s behavior seems likely to 
provide more job satisfaction for the fit-
ness instructor—utilizing and valuing 
their professional skills as made visible 
via the robot-teaching process. To me, 
these seem like valid reasons enough 
to pursue these more participatory ap-
proaches. The difficulty is, in a world 
seemingly driven by increased “efficien-
cy,” by a need to do more things more 
quickly more cheaply, how often are we 
thinking about, let alone measuring 
and prioritizing things like job satisfac-
tion, or that “fuzzy” feeling of preferring 
a locally, taught-by-someone-you-know 
robot versus over the web-downloaded 
system, even as they seemingly do the 
same job equally well?

TOWARD MORE EQUITABLE HRI:  
REDEFINING WHAT  
“GOOD” LOOKS LIKE
As is perhaps obvious by now, I really be-
lieve (informed by all of my research ex-
perience thus far) that power-sensitive 
and participatory approaches will only 
improve HRI. That said, I want to avoid 
any possible suggestion that these ap-
proaches are only worth doing because 
they might yield better results on typi-
cal evaluation metrics we see in HRI re-

search papers. Even if they didn’t, other 
proponents of more ethical HRI and I 
would argue for them anyway, as we 
need to think more about the pros and 
cons, the costs and benefits of the pro-
cesses we are engaging in, rather than 
just the “end results.” In fact, designing 
more equitable HRI might even require 
us to re-visit our evaluation metrics or 
measures of success to re-define what 
“good” looks like. Take the warehouse 
robot example discussed earlier in 
this article. Typical HRI measures of 
task performance or speed clearly cor-
relate with what operations managers 
or corporate entities might want from 
deployment of such robots. What sort 
of measures would represent an im-
provement in the workers’ experience? 
A feminist approach to HRI design 
would invite us to recognize and re-
member that our end users have minds 
and bodies which experience pleasure, 
pain, desire, and emotion. We might 
think about evaluating (and designing 
for) additional success measures relat-
ing to user comfort and experience. We 
might also think about designing ro-
bots and interactions that help our end-
users achieve a sense of competence 
and meaning in their robot-assisted 
work, interactions that positively foster 
a sense of relatedness whether that’s to 
the robot itself but also ideally to other 
humans as well.

As a research field, we in HRI know 
how to do some of these things really 
well. We’ve seen work on hugging ro-
bots that tackle isolation, social robots 
that bring different human users to-
gether, and animation-inspired design 
that is a delight to engage with. We also, 
of course, have expertise in collabora-
tive and industrial setting HRI, so the 
question going forward is how can we 
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Part of reckoning 
with power in HRI 
means recognizing 
and being 
transparent about 
the extent of our own 
power.  




