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ABSTRACT
This thesis presents research on building photorealistic avatars of
humans wearing complex clothing in a data-driven manner. Such
avatars will be a critical technology to enable future applications
such as VR/AR and virtual content creation. Loose-fitting clothing
poses a significant challenge for avatar modeling due to its large
deformation space. We address the challenge by unifying three
components of avatar modeling: model-based statistical prior from
pre-captured data, physics-based prior from simulation, and real-
time measurement from sparse sensor input. First, we introduce
a separate two-layer representation that allows us to disentangle
the dynamics between the pose-driven body part and temporally-
dependent clothing part. Second, we further combine physics-based
cloth simulation with a physics-inspired neural rendering model
to generate rich and natural dynamics and appearance even for
challenging clothing such as a skirt and a dress. Last, we go beyond
pose-driven animation and incorporate online sensor input into
the avatars to achieve more faithful telepresence of clothing.
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1 INTRODUCTION
Photorealistic digital humans are a key capability for enabling social
telepresence, which is one of the key applications for Virtual Reality
(VR) or Augmented Reality (AR). Such a technology would allow
people wearing VR/AR devices to communicate and interact with
friends and colleagues in an immersive way that is natural and
compelling, because their partners are represented in a way that is
indistinguishable from reality. If we are successful in developing
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Data-driven priors

Physics Real-time sensor inputF = ma

Dressing Avatars (Sec. 3)

Clothing Codec Avatars (Sec. 2)

Drivable Avatar Clothing (Sec. 4)

Figure 1: In this thesis, the three major perspectives for mod-
eling photorealistic clothed avatars are data-driven priors,
physics, and real-time sensor input.

this technology, it will open up a new way for people around the
world to remain connected without geographic constraints.

One key question is how to create high-fidelity digital avatars
that are photorealistic and resemble the appearance of individual
subjects. One milestone is the development of the Codec Avatar
[Lombardi et al. 2018], where the geometry and photorealistic ap-
pearance of human heads can be compressed into a low-dimensional
latent space and then decoded for display efficiently by a Varia-
tional Autoencoder (VAE) [Kingma and Welling 2013] trained with
captured human imagery. The absence of other body parts such as
torso and hands is one of the major limitations of the first itera-
tion of this technology. Recently, photorealistic full-body avatars
[Bagautdinov et al. 2021; Habermann et al. 2021a; Liu et al. 2021]
have been developed so that the communication signals conveyed
by body and hands can also be represented. The central idea behind
these avatars is to model large, skeleton-level deformation with
skinning techniques to allow control through body joint angles.

The wide variety of clothing, however, poses a significant chal-
lenge in the modeling of geometry and appearance. The root of
this challenge is the huge deformation space and rapid dynamics of
clothing as it is driven by the underlying human body. Loose-fitting
garments present particular challenges because they do not tightly
follow the motion of the underlying body, and their deformation
can go far beyond what the skeleton-level transformation can de-
scribe. Clothing does not contain universal identifiable keypoints
to assist tracking of deformation, such as those commonly used
for the tracking of the face [Wu et al. 2018] and body [Bogo et al.
2016].

The challenge is manifest in various aspects of the modeling
of clothing, including tracking, animation and rendering, which
are all required to enable high-fidelity clothing for photorealistic
avatars. The efficient learning of dynamic appearance in NN-based
avatars often requires tracking, or registration, of the clothing ge-
ometry, which is inherently difficult due to its rapid motion and
abundance of folds and wrinkles. Existing data-driven approaches

https://doi.org/10.1145/3623053.3623373
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3623053.3623373
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3623053.3623373&domain=pdf&date_stamp=2023-11-28


SA Doctoral Consortium ’23, December 12–15, 2023, Sydney, NSW, Australia Donglai Xiang

also struggle to generate high-quality animation of clothing, be-
cause the mapping from body pose to the dynamics of clothing is a
complex, nonlinear and history-dependent function. Furthermore,
the sophisticated deformation of clothing also leads to complicated
illumination and shadowing effects. Taken together with the wide
variety of possible textures on the clothing, the rendering of photo-
realistic appearance of clothing is also a challenge.

In this thesis, we aim to build photorealistic full-body avatars
with dynamic clothing that are useful for social telepresence. In
order to address the aforementioned challenges and to achieve the
highest possible fidelity, we believe that the system should include
the following three components, as illustrated in Fig. 1.

• Data-driven priors. Modern learning-based approaches
provide a powerful way to build statistical models from a
large amount of data. We build the avatars using deep neural
networks from real-world images of clothed humans, which
are captured in a multi-view system of more than one hun-
dred cameras, and cover a variety of body poses and clothing
states. The priors learned from the data allow the avatars to
be animated by sparse input signals such as body poses, and
perform free viewpoint rendering by interpolating between
a discrete set of capture views. In Sec. 2 [Xiang et al. 2021],
we explore how such data-driven priors can be applied to
dynamic clothing. In particular, we demonstrate the benefit
of modeling clothing as a separate layer.

• Physics. Physics governs the motion of dynamic clothing
on top of human body, and cloth simulation can generate
clothing animation with natural and rich dynamics. In Sec. 3
[Xiang et al. 2022], we investigate how physics-based cloth
simulation can serve as a complement for the learning-based
approach, which faces difficulties modeling complicated dy-
namics of loose clothing. We combine physically natural
clothing animation with photorealistic appearance from neu-
ral rendering to achieve dynamically moving, photorealistic
clothing.

• Real-time sensor input. For certain applications, we may
want the rendered clothing to look not only realistic, but
also match the posture and motion of the subject in the
real world. This goal may require system to extract more
information than just skeleton poses [Bagautdinov et al. 2021;
Habermann et al. 2021a] from the sparse sensor input, e.g.
one or few RGB(-D) cameras. In other words, we would like
to infer clothing states and dynamics from the sparse driving
views, and use the data-driven priors to fill in the missing
information. Such a method is presented in Sec. 4 [Xiang
et al. 2023].

2 CLOTHING CODEC AVATARS: MODELING
CLOTHING AS A SEPARATE LAYER

We seek to build photorealistic full-body clothed avatars that can
be animated with driving signals that can be easily accessed, for
example, 3D body pose and facial keypoints. Despite the progress
in previous work [Bagautdinov et al. 2021], challenges still remain,
and we identify the modeling of clothing as one major difficulty.
Artifacts include the imperfect correlation between body pose and
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Figure 2: The clothed body animation pipeline of Clothing
Codec Avatars.

Driving Signals Animation Texture Editing Driving Signals Animation Texture Editing

Figure 3: Results of Clothing Codec Avatars. From left to
right, we show driving signals, animation output and editing
results for two subjects.

clothing state, ghosting effects along the boundary between cloth-
ing and skin, as well as loss of wrinkle details and dynamics in the
clothing. These artifacts becomemore noticeable when the captured
clothing is loose and the performer moves more dynamically. On
the one hand, due to registration error, the network may underfit
the data, making it unable to reproduce high-frequency clothing de-
tail; on the other hand, in spite of the disentanglement, the network
may still overfit, capturing unwanted chance correlation between
the driving signal and the clothing state.

In this work, we explicitly represent the body and clothing as
separate layers of meshes in a codec avatar. The separation leads to
several benefits. First, it allows us to accurately register both body
and clothing, especially with our newly developed photometric
tracking approach that uses inverse rendering to align clothing
texture to a reference. Second, modeling the body and clothing in
separate layers alleviates the aforementioned problem of chance
correlation for a single-layer avatar, as the separate layers are nat-
urally disentangled from each other. With our two-layer VAE, a
single frame of joint angles can well describe the body state, while
the clothing dynamics can be inferred from the sequences of poses
with a Temporal Convolutional Network (TCN), which evolves the
clothing state in a way that is consistent with the body motion.
Third, thanks to the explicit modeling of clothing, the animation
output can be further edited by changing the clothing texture. The
animation pipeline of our method is shown in Fig. 2, and the re-
sults are shown in Fig. 3. Given a sequence of skeletal poses and
facial keypoints as input, our Clothing Codec Avatars can produce
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Figure 4: The pipeline of Dressing Avatars includes three
major modules: the body avatar that predicts body geometry
and texture given pose as input, the cloth simulator that gen-
erates clothing deformation on top of the body geometry, and
the clothing appearance model that predicts photorealistic
clothing texture. The appearance model is trained using real
captured data with registered body and clothing geometry.
The body avatar and clothing appearance model also takes in
ambient occlusion between the body and clothing geometry
for dynamic shadowing effects. The geometry and texture
pairs are then rasterized together to produce the final output
image.

photorealistic animation output with consistent clothing dynamics,
and the clothing texture can be consistently edited. For more detail
please refer to [Xiang et al. 2021].

3 DRESSING AVATARS: DEEP
PHOTOREALISTIC APPEARANCE FOR
SIMULATED CLOTHING

Existing work on avatars with animatable clothing can be cate-
gorized into two main streams. Cloth simulation creates realistic
clothing deformations with dynamics [Macklin et al. 2016], but only
focuses on modeling geometry. The other line of the work lever-
ages real-world captures to build neural representations of clothing
geometry [Bertiche et al. 2021] and may include appearance [Haber-
mann et al. 2021b; Liu et al. 2021]. However, these systems usually
damp the clothing dynamics, struggle at generalizing to unseen
poses, and cannot handle collisions well. Our key insight is that
these two lines of work are actually complementary to each other,
and combining them can help achieve the best of both worlds.

In this work, we propose to integrate physics-based cloth sim-
ulation into avatar modeling, so that the clothing on the avatar
can be animated photorealistically with the body, while achieving
high-quality dynamics, collision handling and the capability to ani-
mate and render avatars with novel clothing. Our work builds upon
Full-Body Codec Avatars [Bagautdinov et al. 2021], which leverage
a Variational Autoencoder (VAE) to model the geometry and ap-
pearance of a human body. In particular, we follow the multi-layer
formulation in Sec. 2, but redesign the clothing layer to integrate a
physically-based simulator. Namely, at the training stage, we learn
the clothing appearance model using real-world data, by processing
raw captures with our dynamic clothing registration pipeline. At
test time, we simulate the clothing geometry on top of the under-
lying body model with appropriate material parameters, and then
apply the learned appearance model to synthesize the final output.
The overall pipeline is illustrated in Fig. 4.

Animation New avatar (same actor) New actor Two garments

Figure 5: Results of Dressing Avatars. On the left, we show a
skirt animation together with the body avatar built from the
same captured sequence. We further retarget the skirt to a
novel sequence with the same actor and two new actors. On
the right, we animate the skirt and a T-shirt together.

Unfortunately, there are twomajor issues with a naive implemen-
tation of this pipeline. First, there exists a gap between the simulator
output and the tracking obtained from the real data. Estimating the
full set of physical parameters for body and clothing to faithfully
reproduce the clothed body configuration remains an unsolved prob-
lem, despite some progress in controlled settings [Miguel et al. 2012]
or in estimating only the body parameters [Guo et al. 2021]. There
are inevitable differences between the test-time simulation output
with manually selected parameters and the real-world clothing
geometry used for training. Second, tracking clothing and underly-
ing body geometry at high accuracy is still a challenging problem,
especially for loose clothing such as skirts and dresses. Both of
these issues, inconsistency between training and test scenarios
and unreliable tracking, make learning a generalizable appearance
model more challenging. Thus, a good design of the appearance
model should avoid learning chance correlations between degener-
ate tracked clothing geometry and specific appearance. To this end,
we design the model to be localized in terms of both architecture (U-
Net) and input representation (normals). We also take inspiration
from physically-based rendering and decompose appearance into
local diffuse components, view-dependent and global illumination
effects such as shadowing. In particular, we rely on an unsupervised
shadow network conditioned on the ambient occlusion map explic-
itly computed from the body and clothing geometry, so that the
dynamic shadowing can be effectively modeled even for a different
underlying body model at test time.

Our approach generates physically realistic dynamics and pho-
torealistic appearance that are robust to diverse body motion with
complex body-clothing interactions. In addition, our formulation
allows the transfer of clothing between different individuals’ body
avatars as shown in Fig. 5. Our method opens up the possibility to
dress photorealistic avatars with novel garments. For more detail,
please refer to [Xiang et al. 2022].

4 DRIVABLE AVATAR CLOTHING: FAITHFUL
CLOTHING TELEPRESENCE DRIVEN BY
SPARSE RGB-D INPUT

Clothing Codec Avatars (Sec. 2) and and Dressing Avatars (Sec. 3)
can work well for pose-driven animation, i.e., synthesizing plau-
sible clothing deformation and photorealistic appearance that are
perceptually compatible with the input pose signal. However, there
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Figure 6: An overview of Drivable Avatar Clothing. First, the
Neural Iterative Closest Point module efficiently tracks the
clothing surface from the input point cloud with a clothing
deformationmodel; then, the initial tracking result is used to
unwrap the driving images and depthmaps into texel-aligned
features, which are then fed into the texel-conditioned avatar
to predict the output image.

is no guarantee that the animation output will faithfully reproduce
the actual states of clothing, and potentially distorting the conveyed
social signals. An alternate approach for telepresence relies heavily
on the availability of sensory inputs without a strong human prior,
including those based on volumetric fusion methods [Newcombe
et al. 2015], neural implicit functions [Yu et al. 2021], or neural ra-
diance fields [Lin et al. 2022]. In theory, these methods are flexible
enough to be able to reconstruct arbitrary shape from the given
input streams. However, due to a lack of model constraints, it is gen-
erally more challenging for these methods to achieve high-fidelity
temporal coherency especially with noisy or incomplete input, and
the output quality is heavily tied with the sensory input.

To leverage the benefits of both families of approaches, we can
rely on explicit avatar models as a prior, but expand the driving
signal to include the denser input in addition to the body pose.
We build avatars with dynamic clothing that can be driven from
a sparse set of RGB-D cameras (usually three unless otherwise
stated). This formulation allows for more faithful resynthesis of the
human appearance, including clothing details. We build on top of
DVA [Remelli et al. 2022], which proposes the texel-conditioned
avatar, an encoder-decoder model that takes in UV-aligned driving
features and predicts geometry and appearance for rendering. How-
ever, DVA only works well for tight clothing that closely follows
the underlying body, due to the limitation in relying on a generic
body shape prior.

To better handle loose clothing, our insight is to introduce a
tracking stage that coarsely aligns the loose clothing surface with
the input depth. More specifically, we propose a simple-yet-effective
Neural Iterative Closest Points (N-ICP) algorithm to iteratively up-
date a clothing deformation model given the feedback from surface
error in a data-driven manner. N-ICP enjoys the flexibility of the
classical ICP methods which allows us to handle large clothing
deformations, while relying on learning for more efficient inference
and reliable geometry estimates. In contrast to DVA, which uses
coarse body geometry to extract features, the N-ICP tracking allows
us to extract more accurate and meaningful texel-aligned features.
It also eases the burden on the encoder-decoder model, since large
deformations andmisalignments are handled by the coarse tracking,

RGB-D Input Our Output Ground Truth RGB-D Input Our Output Ground Truth

Figure 7: Results of Drivable Avatar Clothing. We show the
input views, our output and the ground truth reference im-
ages in each group of results.

and ultimately leads to better quality and generalization. In addi-
tion, several technical components have been leveraged to further
improve the texel-conditioned avatars. To aid geometry prediction,
we expand texel-aligned features with geometry features computed
from depth and coarsely tracked geometry. To improve appearance,
we adopt a specific perceptual loss to encourage high-frequency
texture detail on the predicted clothing. An overview of this method
is shown in Fig. 6, and results are shown in Fig. 7. Our method is
driven by sparse RGB-D views (along with body pose and facial
keypoints) and can faithfully reproduce the appearance and dynam-
ics of challenging loose clothing from the input views. For more
detail of this work, please refer to [Xiang et al. 2023].

5 CONCLUSION
In this thesis, I have presented a unified framework for modeling
dynamic clothing in photorealistic avatars that involves data-driven
prior, physics, and sensing. For future work, I would like to extend
this framework to universal models that can handle multiple gar-
ment instances and identities. Another interesting direction is to
incorporate differentiable simulation to estimate accurate physical
parameters of garments, so that their synthesized motion can match
the real world. Finally, I am interested in personalizing avatars from
universal priors given sparse input, such as a monocular video, to
make the technology accessible to general users. For more detail,
please refer to the full thesis [Xiang 2023].
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