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ABSTRACT
In the landscape of High-Performance Computing (HPC), the quest
for efficient and scalable memory solutions remains paramount.
The advent of Compute Express Link (CXL) introduces a promis-
ing avenue with its potential to function as a Persistent Memory
(PMem) solution in the context of disaggregated HPC systems. This
paper presents a comprehensive exploration of CXL memory’s
viability as a candidate for PMem, supported by physical experi-
ments conducted on cutting-edge multi-NUMA nodes equipped
with CXL-attached memory prototypes. Our study not only bench-
marks the performance of CXL memory but also illustrates the
seamless transition from traditional PMem programming models
to CXL, reinforcing its practicality.

To substantiate our claims, we establish a tangible CXL prototype
using an FPGA card embodying CXL 1.1/2.0 compliant endpoint
designs (Intel FPGA CXL IP). Performance evaluations, executed
through the STREAM and STREAM-PMem benchmarks, showcase
CXL memory’s ability to mirror PMem characteristics in App-Direct
and Memory Mode while achieving impressive bandwidth metrics
with Intel 4th generation Xeon (Sapphire Rapids) processors.

The results elucidate the feasibility of CXL memory as a per-
sistent memory solution, outperforming previously established
benchmarks. In contrast to published DCPMM results, our CXL-
DDR4 memory module offers comparable bandwidth to local DDR4
memory configurations, albeit with a moderate decrease in per-
formance. The modified STREAM-PMem application underscores
the ease of transitioning programming models from PMem to CXL,
thus underscoring the practicality of adopting CXL memory.

The sources of this work are available at: https://github.com/
Scientific-Computing-Lab-NRCN/STREAMer.
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1 INTRODUCTION
1.1 Current HPC Memory Solutions Limitations
As the era of Exa-Scale computing unfolds, the demand for ana-
lyzing, manipulating, and storing massive amounts of data inten-
sifies [60]. Exascale systems are designed to meet these demands
and enable the execution of a broad spectrum of computations,
ranging from loosely to tightly coupled tasks, including CFD simu-
lations and deep learning optimizations [11]. Memory and storage

resources play a crucial role in the performance and scalability of
these computations [32]. Memory factors such as capacity, latency,
and bandwidth are responsible for successfully handling extensive
tasks and delivering data to processing units promptly [45]. In sci-
entific computing, storage devices hold significance for preserving
diagnostics throughout computations [37]. Notably, the growing
frequency of failures in exascale machines emphasizes the signifi-
cance of storing vast data volumes to support recovery and bolster
fault tolerance [8, 14].

However, the traditional memory and storage hierarchy in HPC
systems reveals notable gaps that impose critical constraints on
scientific computations [32]. From the vantage point of memory
architecture, DRAM has inherent limitations of bandwidth and
capacity that impact performance and prevent the processing of
large-scale problems [56, 58]. From the storage perspective, tradi-
tional devices (such as HDDs and SSDs) provide large capacities
but exhibit very slow access times, leading to significant overheads
for I/O-bound applications and fault tolerance mechanisms [37].
These gaps and limitations of traditional hardware highlight the
ongoing endeavors to expand the memory-storage hierarchy and
develop novel memory architectures and solutions. A notable ex-
ample is Non-Volatile RAM [59, 71] (on which we elaborate in
subsection 1.2).

While High-Bandwidth Memory (HBM) [28] has been intro-
duced as a solution to enhance memory performance, it doesn’t
entirely alleviate the problem [29]. HBM memory modules are
stacked vertically, allowing for higher memory bandwidth due to
their increased parallelism. However, even with HBM, the memory
capacity remains limited compared to conventional DDR (Double
Data Rate) memory modules [67]. This limitation can still lead to
constraints in memory-intensive applications that require larger
memory spaces [44]. Moreover, while HBM addresses the band-
width issue to some extent, it doesn’t eliminate the underlying
problem of memory hierarchy [44]. The processor still needs to
access different memory levels, and the latency of transferring data
between these levels can impact performance [44]. HBM improves
bandwidth between the processor and certain memory modules,
but the need to access different levels of memory introduces latency
that can affect the execution of various tasks [44].

In general, it is possible to proclaim that the conventional ap-
proach of locating memory modules directly on the board poses
significant challenges in the context of HPC systems [10]. This ar-
rangement restricts memory bandwidth due to the limited number
of connections between the processor and these modules [10]. As
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a result, the data transfer rate between the processor and board-
mounted memory becomes a bottleneck, hindering the overall per-
formance of the system [10].

For an increase of memory capacity outside of the node, ad-
vanced communication technologies such as the Remote Direct
Memory Access (RDMA) based Message Passing Interface (MPI)
optimize inter-node communication [35]. However, these sophis-
ticated frameworks are not devoid of challenges [17]: MPI, a cor-
nerstone for distributed computing communication, contends with
latency and overhead issues during message transmission, dispro-
portionately affecting efficiency for applications requiring frequent
communication. Furthermore, the management complexity esca-
lates with the cluster’s scale due to heightened contention for net-
work resources among a larger node count [7].

1.2 Persistent Memory in HPC
A proposed solution aimed at bridging the gap between memory
and storage is Persistent Memory (PMem) [33, 49]. PMem imple-
mentations such as BBU (battery backed up) DIMM or Non-Volatile
RAM (NVRAM) aim to deliver rapid byte-addressable data access
alongside persistent data retention across power cycles. PMem tech-
nologies establish a new tier within the memory-storage hierarchy
by combining memory and storage characteristics [59, 71]. Basic
solutions include battery-backed DRAM and have been accessible
from diverse vendors over a significant timeframe, representing an
established concept [30, 39, 50, 63]. However, these solutions face
challenges due to limited scalability and potential data loss risks.
The reliance on batteries introduces concerns regarding power fail-
ures, leading to potential data corruption or loss if batteries deplete.
Moreover, the approach’s scalability is hampered by the need for
individual batteries for each module, impacting cost-effectiveness
and overall system performance.

Yet, in recent years new PMem technologies have emerged,
with 3D-Xpoint [19] being the main technology and Intel Optane
DCPMM [21, 72] the prominent product on the market. These mod-
ern PMem technologies offer byte-addressable memory in larger
capacities compared to DRAM while maintaining comparable ac-
cess times [27]. Moreover, as these technologies are non-volatile
in nature, they enable data retrieval even in instances of power
failures. Moreover, PMem offers two configuration options based
on these characteristics: (1) It can be utilized as main memory ex-
pansion, providing additional volatile memory, and (2) it can serve
as a persistent memory pool that can be accessed by applications
via a PMem-aware file system [71] or be managed and accessed
directly by applications [27]. To simplify and streamline PMem pro-
gramming and management, the Persistent Memory Development
Kit (PMDK) was created [64].

During recent years, PMem has gained significant traction in
HPC applications [15, 48, 55, 62], with two direct use cases of PMem
for scientific applications that require no (or minimal) changes to
applications. The first use-case involves PMem as memory expan-
sion to support the execution of large scientific problems [48]. The
second use case involves leveraging PMem as a fast storage device
accessed by a PMem-aware file system (mainly based on the POSIX
API), primarily for application diagnostics and checkpoint restart

(C/R) mechanisms [38], but also for increasing the performance and
inherent fault tolerance of scientific applications [14].

In addition to the direct use cases of PMem in scientific applica-
tions, various frameworks and algorithms were developed to access
and manage data structures on PMem [4]. Among these are pri-
mary methods that are built on top of the PMDK library [14, 31].
For example, persistent memory object storage frameworks such
as MOSIQS [31] and the NVM-ESR recovery model for exact state
reconstruction of linear iterative solvers using PMem [14].

Nevertheless, as HPC workloads advance, computing units
evolve, and onboard processing elements increase, the demand
for heightened memory bandwidth becomes essential [32]. Exist-
ing PMem solutions demonstrate notable shortcomings in meeting
these requirements, showing limitations in scalability beyond a
certain threshold [15]. Specifically, PMem devices exhibit limited
bandwidth. For instance, the bandwidth of Optane DCPMM for
reading and writing is multi-factor lower than that of DRAM [27].
This, in part, is connected with the hybrid and in-between proper-
ties of a PMem module [18], as schematically described in Table 1.

Adding to these challenges, a significant limitation arises from
the physical attachment of most PMem devices, like Optane
DCPMM, to the CPU board through memory DIMMs. This config-
uration restricts the potential for memory expansion, as PMem
contends for DIMM slots alongside conventional DRAM cards,
presenting a bottleneck to achieving optimal memory configura-
tions [51, 69]. The HPC community as a whole — both the super
and cloud computing [61] — recognizes the drawbacks associated
with tight integrating memory and compute resources, particularly
in relation to capacity, bandwidth, elasticity, and overall system
utilization [10, 57]. PMem technologies that are tightly coupled
with the CPU inherit these limitations. Now, as prominent PMem
technologies are phased out (Optane DCPMM, for example, as an-
nounced in 2022 [20, 22]), there is an active and prominent pursuit
for the adoption of novel memory solutions in particular, and a
strive to achieve more disaggregated computing in general [36].

1.3 Dissagregated Memory with CXL
The emergence of discrete memory nodes housing DRAM and
network interface controllers (NICs) is anticipated to revolutionize
conventional memory paradigms, facilitating distributed and shared
memory access and reshapingHPC landscapes [10]. This shift aligns
with the concept of disaggregation, where compute resources and
memory units are decoupled for optimized resource utilization,
scalability, and adaptability.

The concept of memory disaggregation has been facilitated re-
cently by the development of advanced interconnect technologies,
exemplified by Compute Express Link (CXL) [66]. CXL is an open
standard to support cache-coherent interconnect between a va-
riety of devices [66]. After its introduction in 2019, the standard
has evolved and continues to be enhanced. CXL 1.1 defines the
protocol for three major device types [66]: Accelerators with cache-
only (type 1), cache with attached memory (type 2), and memory
expansion (type 3). CXL 2.0 expands the specification – among
other capabilities – to memory pools using CXL switches on a de-
vice level. CXL 3.0 introduces fabric capabilities and management,
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Property As a main memory extension As a direct access to persistent memory
Volatility Volatile in memory extension mode Non-volatile in direct access mode
Access Cache-coherent memory expansion Transactional byte-addressable object store
Capacity Higher than main memory volume Lower than storage volume
Cost Cheaper than the main memory More expansive than storage
Performance Several factors below main memory bandwidth High bandwidth compared to storage

Table 1: Properties of PMem modules, either as a memory extension (Memory Mode) or as a direct access PMem (App-Direct).

improved memory sharing and pooling with dynamic capacity ca-
pability, enhanced coherency, and peer-to-peer communication.
Bandwidth-wise, CXL 1.1 and 2.0 employ PCIe 5.0, achieving 32
GT/s for transfers up to 64 GB/s in each direction via a 16-lane link.
On the other hand, CXL 3.0 utilizes PCIe 6.0, doubling the speed to
64 GT/s, supporting 128 GB/s bi-directional communication via an
x16 link.

Since the market of CXL memory modules is emerging, several
vendors have announced products using the CXL protocol. For
example, Samsung [52] and SK Hynix [53] introduce CXL DDR5
modules, AsteraLabs [3] announced a CXL memory accelerator,
and Montage Technology [68] will offer a CXL memory expander
controller.

Leveraging CXL, memory nodes will be interconnected through
high-speed links, enabling adaptive memory provisioning to com-
pute nodes in real time [70]. The practice of intra-rack disaggrega-
tion holds the potential to effectively address the memory demands
of applications while concurrently ensuring an adequate supply
of efficient remote memory bandwidth [46, 47]. Figure 1 demon-
strates the expected phase change from the processor’s point of
view, from previous years’ DDR4+PMem memory access, equipped
with NVMe SSDs via the PCIe Gen4, to the upcoming future of
DDR5 local memory equipped with local or remote NVMe SSDs
and CXL memory for memory expansion or persistency over the
new generations of PCIe.

Native DDR4

Native DDR4

Native DDR4

Native DDR4

PCIe Gen4

Processor

PMem

PMem

PMem

PMem

Native DDR5

Native DDR5

Native DDR5

Native DDR5

PCIe Gen5

Processor

Native DDR5

Native DDR5

Native DDR5

Native DDR5

NVMe SSDs CXL memory 
as PMem

NVMe SSDs

Today CXL Future

Figure 1: The migration from PMem as hardware to CXL
memory as PMem in future systems.

Nevertheless, while the concept of memory disaggregation with
technologies like CXL holds significant promise, it is important to
acknowledge that there are still challenges and considerations that
need to be addressed [2, 16]; challenges and considerations that
resemble the ones of persistent memory integration in HPC [5].
For example, software and programming models need to evolve
to take advantage of disaggregated memory fully; Applications
and algorithms must be designed or adapted to work seamlessly
across distributed memory nodes; and efficient data placement
and movement strategies are crucial to minimize the impact of

network latencies and ensure that data-intensive workloads can
effectively utilize CXL-based disaggregated memory resources, es-
pecially when cache-coherence or direct access is enabled. Notwith-
standing, when comparing CXL memory aspects to the ones of
PMem as non-volatile RAM (NVRAM), in general, it can be observed
(Table 2) that from the disaggregated HPC usage perspective, there
should be a prevalence to CXL over NVRAM considering band-
width, data transfer, and scalability, but also considering memory
coherency, integration, pooling and sharing.

1.4 Contribution
In this work, based on actual physical experiments with multi-
NUMA nodes and multi-core high-performance SOTA hardware
(subsection 2.1) and CXL-remote memory (subsection 2.2), we claim
that it is not only possible to exemplify most persistent memory
modules characteristics (as described in Table 1) with CXL memory
fully but also that in terms of performance, we can achieve much
better bandwidth than previously published Optane DCPMM ones
(such in [26], which, for a single Optane DCPMM, discovers that
its max read bandwidth is 6.6 GB/s, whereas its max write band-
width is 2.3 GB/s). In fact, we show (Figure 4) that by approaching
our CXL-DDR4 memory module – much cheaper than DDR5 – we
achieve comparable results to the local DDR4 module and exhibit
performance degradation of only about 60% in bandwidth in com-
parison to local DDR5 module access (noting that DDR4 has about
50% bandwidth of DDR5). Our tests were made in multiple config-
urations (subsection 3.2) in relation to the memory distance from
the working threads using the well-known STREAM benchmark
(subsection 3.1).

In order to demonstrate the non-volatile properties of the mem-
ory as PMem, the CXL memory was located outside of the node, in
an FPGA device (subsection 2.2), potentially backed by battery, like
previous battery-backed DIMMs. As many nodes can approach the
device, the battery-backed consideration is no longer considered
by us as a major overhead since it will be applied only once for the
memory modules and not in each compute node.

Moreover, besides the cache-coherent performance benchmarks
with STREAM [40, 41], we retested the memory bandwidth in an
equivalent of the App-Direct approach with a modified STREAM ap-
plication, named STREAM-PMem [12] when all of the main arrays
were allocated as a PMDK’s pmemobj and manipulated accordingly
[65]. pmemobj provides an assurance that the condition of objects
will remain internally consistent regardless of when the program
concludes. Additionally, it offers a transaction function that can
encompass various modifications made to persistent objects. This
function ensures that either all of the modifications are successfully
applied or none of them take effect.
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Aspect CXL Memory NVRAM
Bandwidth &
Data Transfer

Significantly higher bandwidth enabling fast data trans-
fers between processors and memory devices.

Non-volatile storage with potential data transfer rate
limitations due to underlying interface and technology.

Memory
Coherency

Provides memory-coherent links, ensuring consistent
data across different memory tiers.

Requires additional mechanisms for memory coherency,
except with local RAM, when integrated with other
memory technologies.

Heterogeneous
Memory
Integration

Allows seamless integration of various memory tech-
nologies within a unified architecture.

Effective for extending memory capacity, but inte-
gration may require additional considerations due to
unique characteristics.

Memory Pooling
and Sharing

Facilitates memory pooling and sharing, enabling effi-
cient resource utilization and dynamic allocation based
on workload requirements.

Extends memory capacity, but inherent flexibility in
memory sharing and pooling may be limited.

Industry
Standardization

Open industry standard supported by major technology
players, ensuring compatibility, interoperability, and
broader adoption.

Solutions may vary, potentially leading to compatibility
challenges and limited integration options.

Scalability Architecture designed for scalability with multiple lanes
and protocols, catering to evolving data center needs.

Scalability may be constrained by underlying technol-
ogy characteristics, such as DIMM count and RAM/N-
VRAM tradeoff.

Relevance to HPC Higher bandwidth, memory coherency, and memory
pooling capabilities enhance HPC workload perfor-
mance. Standardization compatibility in heterogeneous
environments and scalability cater to evolving demands.

Offers non-volatility but is constrained by limitations in
bandwidth, coherency management, and scalability, af-
fecting its applicability to complex HPC memory needs.

Table 2: General comparison between common aspects of CXL memory and NVRAM for disaggregated HPC.

We stress that as our CXL memory module is located outside
of the node and can be backed by a battery, the ability to transac-
tionally and directly access the memory, exactly as previously done
with Optane DCPMM, while achieving even better performances,
is a key to our practical approach, which consider CXL memory as
a persistent memory for the future of disaggregated HPC.

Finally, we open-sourced the entire benchmarking methodology
as an easy-to-use and automated tool named STREAMer for future
CXL memory device evaluations for HPC purposes.

2 PHYSICAL EXPERIMENTAL SETUP
2.1 HPC hardware
Our HPC hardware experimental environment is based on 2 setups:
(1) Node equipped with two Intel 4𝑡ℎ generation Xeon (Sapphire
Rapids) processors with a base frequency of 2.1GHz and 48 cores
each, plus Hyper-Threading. BIOS was updated to support only 10
cores per socket. Each processor has one memory DIMM (64GB
DDR5 4800MHz DIMM). The system is equipped with a CXL pro-
totype device, implemented as DDR4 memory on a PCIe-attached
FPGA (see Figure 2).
(2) Node equipped with two Intel Xeon Gold 5215 processors with a
base frequency of 2.5GHz and 10 cores each, plus Hyper-Threading.
Each processor has total 96GB DRAM in 6 channels, 16GB DDR4
2666MHz DIMM per channel. (see Figure 3).

2.2 CXL prototype
We provide an in-depth overview of our CXL prototype’s imple-
mentation on an FPGA card [25]. Figure 2 and Figure 4 grant a more
detailed view into the implementation of our CXL memory pool on
the FPGA card (while Figure 3 show the reference system, without

any CXL attachment, with DDR4 main memory). The prototype
aims to harness the capabilities of the R-Tile Intel FPGA IP for CXL,
encompassing critical functionalities for CXL link establishment
and transaction layer management. This comprehensive solution
facilitates the construction of FPGA-based CXL 1.1/2.0 compliant
endpoint designs, including Type 1, Type 2, and Type 3 configura-
tions. It’s built upon a previously proven prototype, with necessary
slight modifications for PMem activity [34].

The architecture of our CXL implementation revolves around
a synergistic pairing of protocol Soft IP within the FPGA main
fabric die and the Hard IP counterpart, the R-Tile. This cohesive
arrangement ensures effective management of CXL link functions,
which are pivotal for seamless communication. Specifically, the
R-Tile interfaces with a CPU host via a PCIe Gen5x16 connection,
delivering a theoretical bandwidth of up to 64GB/s. As a key facet
of our implementation, the FPGA device is duly enumerated as a
CXL endpoint within the host system.

Complementing this link management, the Soft IP assumes the
mantle of transaction layer functions, vital for the successful execu-
tion of different CXL endpoint types. For Type 3 configurations, the
CXL.mem transaction layer adeptly handles incoming CXL.mem
requests originating from the CPU host. It orchestrates the gener-
ation of host-managed device memory (HDM) requests directed
toward an HDM subsystem. Simultaneously, the CXL.io transaction
layer undertakes the responsibility of processing CXL.io requests.
These requests encompass both configuration and memory space
inquiries initiated from the CPU host, seamlessly forwarding them
to their designated control and status registers. A noteworthy aug-
mentation is the User Streaming Interface, offering a conduit for
custom CXL.io features that can be seamlessly integrated into the
user design.
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Figure 2: Setup #1 with DDR5 on-node memory and DDR4
CXL-attached memory.
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Figure 3: Setup #2 with DDR4 on-node memory. Figure 4: Overview of CXL IP for Intel® Agilex® 7 I-Series
FPGA [24], demonstrated in Figure 2 (setup #1).

Integral to our FPGA card is the inclusion of two onboard DDR4
memory modules, each boasting a capacity of 8GB and operating at
a clock frequency of 1333 MHz. These modules are accessible from
the host system as conventional memory resources. It is imperative
to highlight a distinctive attribute of this prototype configuration:
the CXL link facilitates access to an identical memory volume. In
essence, this means that the same far memory segment can be made
available to two distinct NUMA nodes, eliminating any concerns
of address overlap. However, due to the absence of a unified cache-
coherent domain, the onus of maintaining coherency between the
two NUMA nodes assigned to the shared far memory rests with
the applications leveraging this configuration.

Notably, the bandwidth attainable from this prototype configura-
tion is subject to current implementation constraints and does not
reflect an intrinsic limitation of the CXL standard. Potential avenues
for enhancing bandwidth include several considerations. First, tran-
sitioning to a higher-speed FPGA, supporting DDR4 speeds of 3200
Mbps or even embracing the capabilities of DDR5 at 5600 Mbps,
could appreciably enhance throughput. Additionally, scaling the
resources allocated to the CXL IP by increasing the number of slices
is a viable strategy. Furthermore, expanding the FPGA’s capacity to
accommodate multiple independent DDR channels, possibly transi-
tioning from one channel to four, holds promise in augmenting the
prototype’s bandwidth potential.

In our discussion, the fact that the CXL memory device is DDR4
and not DDR5 is key, as usually, PMem is slower and cheaper than
the main memory. By using DDR4 CXL memory and not DDR5,
while main memory is DDR5, we keep on this important relation.

3 PERFORMANCE EVALUATION
3.1 STREAM and STREAM-PMem Benchmarks
The STREAM benchmark [42] is a synthetic benchmark program
that measures sustainable memory bandwidth for simple vector

kernels in high-performance computers. STREAM was developed
as a proxy for the basic computational kernels in scientific com-
putations [43] and includes Copy, Scale, Sum, and Triad kernels.
STREAM has a dedicated version to benchmark PMem modules by
allocating and accessing PMem via PMDK (STREAM-PMem [12]).

The excerpt presented in Listing 1 constitutes a portion of the
initial codebase that has since been extracted from the current
version of the code.

Listing 1: Original STREAM benchmark code at line 175-181.
1 #ifndef STREAM_TYPE
2 #define STREAM_TYPE double
3 #endif
4 static STREAM_TYPE a[STREAM_ARRAY_SIZE+OFFSET],
5 b[STREAM_ARRAY_SIZE+OFFSET],
6 c[STREAM_ARRAY_SIZE+OFFSET];

The content represented in Listing 1 has been substituted in
STREAM-PMem [12] with the code demonstrated in Listing 2. The
code commences by accessing the memory pool. Furthermore, a
function named initiate is employed to initialize the three arrays.
Following this initialization, the code proceeds to execute the re-
maining segments of the STREAM benchmark code, mirroring the
structure of the original STREAM benchmark code.

Listing 2: Code that has replaced original code.
1 PMEMobjpool *pop;
2 POBJ_LAYOUT_BEGIN(array);
3 POBJ_LAYOUT_TOID(array, double);
4 POBJ_LAYOUT_END(array); //Declearing the arrays
5 TOID(double) a, b, c;
6 void initiate() { //Initiating the arrays.
7 POBJ_ALLOC(pop, &a, double,

(STREAM_ARRAY_SIZE+OFFSET)*sizeof(STREAM_TYPE),
NULL, NULL); //Same for b and c.

8 int main(){

5
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9 const char path[] = ".../pool.obj";
10 pop = pmemobj_create(path, LAYOUT_NAME, 10737418240,

0666);
11 if (pop == NULL)
12 pop = pmemobj_open(path, LAYOUT_NAME);
13 if (pop == NULL) {
14 perror(path);
15 exit(1); }
16 initiate();
17 //The rest of the STREAM benchmark after this.
18 }

In this work, we employ STREAM in those two versions to show-
case the shift from PMem to CXL. Throughout this demonstration,
we illustrate how programs designed for PMem can seamlessly
operate on CXL-enabled devices. Furthermore, we provide perfor-
mance assessments to anticipate the impact of CXL on performance
in relation to local RAM (DDR4 and DDR5) and local PMem-like
devices (emulation of remote sockets either for memory expansion
or as a direct access device, as done in [6, 13]).

In contrast to previous research that primarily emphasizes
demonstrating the use of CXL memory for in-memory database
queries or file system operations [1, 34], STREAM memory access
involves accessing and manipulating large arrays, making it par-
ticularly applicable and significant for scientific computations in
HPC systems. Moreover, STREAM is implemented with OpenMP
threads, which is the common shared-memory paradigm in scien-
tific computing for parallelism [9].

3.2 Test Configurations
The methodology of this work is to employ STREAM and STREAM-
PMem in various CPU and memory configurations, taking into
account the availability of DRAM and CXL memory available on
the HPC setups, as will be described next. The results presented
in Figure 5, Figure 6, Figure 7, Figure 8 refer to STREAM execu-
tions with 100M array elements for Scale, Add, Copy, and Triad
operations correspondingly. For each STREAM method, the results
of our tests are presented in 2 classes (and a total of 5 groups), di-
vided conceptually for unique comparisons. We sub-divide those 5
groups into two classes. The first class (Class 1, (a)-(c)) refers to the
equivalent of the App-Direct mode in PMem in which we directly
access the local or remote memory (either in the alternative socket
or in the CXL memory), and the second class (Class 2, (a)-(b)) refers
to the Memory Mode in PMem, in which we increase the available
memory using other CC-NUMA nodes:
Class 1 — App-Direct:
(a) Local memory access as PMem: Configurations within this
group involve accessing local memory (on-socket memory) in App-
Direct mode (thus benchmarking STREAM-PMem).
(b) Remote memory access as PMem: Configurations within
this group involve computing cores on a single socket that access
remote memory in App-Direct mode (thus benchmarking STREAM-
PMem). The term "remote memory" in this context encompasses
both CXL-attached memory and on-node memory accessed from
the alternative CPU socket (i.e., memory accessed through the UPI).
(c) Remotememory as PMem (thread affinity): Configurations
within this group involve computing cores in both sockets that

access remote memory in App-Direct mode (thus benchmarking
STREAM-PMem) using two distinct thread affinity methods: close
and spread. The close method populates an entire socket first and
then adds cores from the second socket. The spread method, on the
opposite, adds cores alternately from both sockets.
Class 2 —Memory Mode:
(a) Remote CC-NUMA: Configurations within this group involve
computing cores on a single socket that access remote memory as
CC-NUMA.
(b) Remote CC-NUMA (all cores): Configurations within this
group involve cores on both CPU sockets accessing remote memory
as CC-NUMA. This includes configurations where both sockets
operate and access memory on one of them since these workloads
include remote accesses.

For better clarity, the data flow for each test configuration is
demonstrated in Figure 9. Each row in Figure 9 contains the data
flow examinations of the test groups of the two classes. Thus, in each
of our test groups, for each of the STREAM operations (Figures 5, 6,
7, 8), the way to understand each trend, and its correspondence to
the relevant dataflow, is given in the trend itself by a combination
of three: symbol, color and memory annotation. The symbol is used
to distinguish between accessing on-node DDR4 (▲), on-node DDR5
(●) or CXL-attached DDR4 (×). The color implies the active com-
pute cores —- either in socket0, socket1, or both. The annotations
pmem#{0, 1, 2} or numa#{0, 1, 2} accompanying each trend provide
an explanation of the accesses memory location: 0 for socket0; 1 for
socket1; and 2 for CXL memory. numa signifies STREAM accessing
memory as NUMA memory expansion, while pmem represents
STREAM-PMem accessing memory using PMDK.

4 RESULTS AND ANALYSIS
Figure 5, Figure 6, Figure 7 and Figure 8 present STREAM results
for the Scale, Add, Copy, and Triad operations correspondingly,
and for the test configurations defined in subsection 3.2 as will
be described next. Figure 5a, Figure 6a, Figure 7a and Figure 8a
through Figure 5e, Figure 6e, Figure 7e and Figure 8e present results
for Class 1.(a) group though Class 2.(b) group correspondingly.

The results explain the costs associated with memory access
across varied configurations distinguished by parameters such as
memory type (on-node or CXL-attached), memory placement (local
to the socket, on the alternate CPU socket, or the CXL-attached
memory), access mode (App-Direct vs. Memory Mode), and thread
affinity (Close or Spread).

Next, we will examine and analyze the achieved results in rela-
tion to the configuration classes and groups presented in subsec-
tion 3.2:
Class 1 — App-Direct:
(a) Local memory access as PMem: It is possible to observe that
among all of the STREAM actions, the App-Direct access using
PMDK to the local DDR5 memory is saturated around 20-22 GB/s.
This test is a reference for the remote access presented in the follow-
ing group, either to a nearby remote socket or to the CXL memory
(with PMDK).
(b) Remote memory access as PMem: App-Direct access to the
emulated remote PMem (DDR5 on the alternate socket) results
in a decrease of 30% (∼15 GB/s) of performance on average for

6
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(a) Class 1.a: Local memory access as PMem (b) Class 1.b: Remote memory access as PMem

(c) Class 1.c: Remotememory as PMem (thread
affinity)

(d) Class 2.a: Remote CC-NUMA (e) Class 2.b: Remote CC-NUMA (all cores)

Figure 5: SCALE — Various STREAM test configurations. Refer to Section 3.2 for definition of test groups 1.(a), 1.(b), 1.(c), 2.(a),
2.(b) and legend clarifications.

(a) Class 1.a: Local memory access as PMem (b) Class 1.b: Remote memory access as PMem

(c) Class 1.c: Remotememory as PMem (thread
affinity)

(d) Class 2.a: Remote CC-NUMA (e) Class 2.b: Remote CC-NUMA (all cores)

Figure 6: ADD — Various STREAM test configurations. Refer to Section 3.2 for definition of test groups 1.(a), 1.(b), 1.(c), 2.(a),
2.(b) and legend clarifications.
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(a) Class 1.a: Local memory access as PMem (b) Class 1.b: Remote memory access as PMem

(c) Class 1.c: Remotememory as PMem (thread
affinity)

(d) Class 2.a: Remote CC-NUMA (e) Class 2.b: Remote CC-NUMA (all cores)

Figure 7: COPY — Various STREAM test configurations. Refer to Section 3.2 for definition of test groups 1.(a), 1.(b), 1.(c), 2.(a),
2.(b) and legend clarifications.

(a) Class 1.a: Local memory access as PMem (b) Class 1.b: Remote memory access as PMem

(c) Class 1.c: Remotememory as PMem (thread
affinity)

(d) Class 2.a: Remote CC-NUMA (e) Class 2.b: Remote CC-NUMA (all cores)

Figure 8: TRIAD — Various STREAM test configurations. Refer to Section 3.2 for definition of test groups 1.(a), 1.(b), 1.(c), 2.(a),
2.(b) and legend clarifications.
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Figure 9: Data flow demonstrations for the two classes (App Direct andMemory Mode). Each test group is evaluated in corre-
sponding to subfigures of Figure 5, Figure 6, Figure 7, Figure 8. Each row corresponds to a test group.
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all STREAM operations, in comparison to local App-Direct access.
In the case of App-Direct access to remote CXL memory (DDR4),
we experience 50% decrease in performance in comparison to the
emulated PMem on DDR5. However, we note that DDR5 inherently
has about 50% higher bandwidth than DDR4, meaning that the
rest of the overhead – about 2-3 GB/s loss in bandwidth – can be
attributed to the CXL fabric.
(c) Remote memory as PMem (thread affinity): As observed in
previous groups, local App-Direct accesses result in higher band-
width than remote accesses. In the case of close thread affinity, after
populating the entire socket, adding remote accesses of compute
cores to the workload negatively impacts the bandwidth, whereas
adding local accesses contributes positively. With spread affinity,
the performance demonstrates an average between local and remote
accesses due to the inclusion of alternating accesses. Eventually,
when both sockets are operating with the entire core count, the
results converge for on-node DDR5 and remote CXL memory, sep-
arately. Notably, accessing remote CXL memory (DDR4) leads to a
50% observed degradation compared to on-node DDR5.
Class 2 —Memory Mode:
(a) Remote CC-NUMA: Evaluating DDR4 CC-NUMA, whether
on the remote socket or CXL-attached memory, yields comparable
figures (with average gaps of up to 2-5 GB/s). However, following a
small number of threads, a slight advantage is observed for access-
ing CXL memory. This advantage can be attributed to the larger
caches in Setup #1 utilizing CXL (Shappire Rapids), as opposed to
Setup #2 (Xeon Gold) with on-node DDR4 (subsection 2.1). This
indicates that the CXL fabric overhead is constrained by the per-
formance reduction when transitioning back from Sapphire Rapids
to Xeon Gold. Moreover, the gap between the CC-NUMA to DDR5
and DDR4 (on-node or CXL-attached) stands on a factor of two, as
already observed in 1.(b) and 1.(c). In addition, in comparison to
the results of the App-Direct tests in 1.(b), it is observed that PMDK
overheads over CC-NUMA are 10%-15% (in all STREAM methods).
(b) Remote CC-NUMA (all cores): The observed gap between
DDR4 and DDR5 repeats here. Moreover, accessing on-node DDR4
using all cores converges to the same results as accessing DDR4
CXL memory.

To conclude, the analysis reveals that direct access to local DDR5
memory using PMDK saturates at 20-22 GB/s, while direct remote
access to emulated PMem and CXL memory results in 30% and
50% performance decreases, respectively, with about 2-3 GB/s band-
width loss attributed to CXL fabric. In terms of memory expansion,
accessing remote DDR4 CC-NUMA and DDR4 CXL-attached mem-
ory exhibit similar performance gaps of 2-3 GB/s, while DDR5
CC-NUMA maintains an advantage gap of a factor of 1.5 compared
to DDR4, and on-node DDR4 access converges with off-node DDR4
access under varying thread affinities.

5 CONCLUSIONS
In this study, we embarked on a comprehensive exploration of the
potential of CXL memory as a promising candidate for serving as a
persistent memory solution in the context of disaggregated HPC
systems. By conducting physical experiments on state-of-the-art
multi-NUMA nodes equipped with high-performance processors
and CXL-attached memory prototypes, we have provided empirical

evidence that supports the feasibility of using CXL memory to
exhibit all the characteristics of persistent memory modules while
achieving impressive performance metrics.

Our findings demonstrate that CXL memory has the capabil-
ity to outperform previously published benchmarks for Optane
DCPMM in terms of bandwidth. Specifically, by employing a CXL-
DDR4 memory module, which is a cost-effective alternative to
DDR5 memory, we achieved bandwidth results comparable to lo-
cal DDR4 memory configurations, with only a marginal decrease
of around 50% when compared to local DDR5 memory configura-
tions. These results, attained across various memory distances from
the working threads, were assessed through the well-established
STREAM benchmark underscoring the reliability and versatility of
CXL memory in the HPC landscape.

The shift from PMem to CXLwas not only demonstrated through
performance evaluations but was also highlighted through the
modification of the STREAM application into STREAM-PMem. We
showcased the seamless transition of programming models from
PMem to CXL, leveraging the PMDK’s pmemobj to ensure trans-
actional integrity and consistency of operations on persistent ob-
jects. Furthermore, the ability to access CXL memory directly and
transactionally, akin to Optane DCPMM, was underscored as a key
advantage for practical implementation.

Our study extends beyond theoretical considerations by imple-
menting a practical CXL prototype on an FPGA card. This prototype
embodies CXL 1.1/2.0 compliant endpoint designs, demonstrating
effective link establishment and transaction layer management
through a combination of Soft and Hard IP components. The proto-
type’s performance, while constrained by current implementation
limitations, stands as a testament to the extensibility of this solu-
tion and offers a blueprint for potential enhancements, including
higher-speed FPGAs and increased resources.

6 FUTUREWORK
While this study provides valuable insights into the feasibility and
potential benefits of using CXL-enabled memory in HPC systems,
several avenues for future research and exploration remain:
• Scalability and Performance Optimization: Further investiga-
tion is warranted to explore the scalability of CXL-enabled memory
in larger HPC clusters, with more than one node accessing the CXL
memory. Optimizing communication protocols and memory access
patterns can help maximize memory disaggregation benefits.
• Hybrid Architectures: Combining different memory technolo-
gies, such as DDR, PMem, and CXL memory, in a hybrid mem-
ory architecture could offer a balanced solution that leverages the
strengths of each technology. Also, the CXL memory could also use
DDR5 and even Optane DCPMM, and as such, revisiting the results
with those CXL memories would be beneficial.
• Real-World Applications: Extending the evaluation to real-
world HPC applications beyond benchmarks can provide a clearer
understanding of how CXL memory performs in practical scenarios.
• Fault Tolerance and Reliability: Investigating fault tolerance
mechanisms and data reliability in the context of CXL-enabled
memory is crucial, especially in large-scale distributed environ-
ments. Specifically, code systems that have previously been built
upon PMDK and Optane DCPMM presence in the HPC system.
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