
 is performed mostly in anonymous en-
vironments, where people are less con-
cerned about the real-life impact of on-
line behavior. According to an analysis 
of online comments, 53.3% of anony-
mous comments include hateful and 
aggressive language, while only 28.7% 
of real-name comments are uncivil.33

Anonymous interactions that inher-
ently lack an understanding of their 
social context can lead to destructive 
behaviors, which could have extreme 
consequences. The negative implica-
tions of malicious online comments 
can be more serious for celebrities who 
must face many unknown individuals. 
For example, violent comments based 
on unconfirmed rumors have led to the 
deaths of K-pop stars.8 Despite the vic-
tims’ requests to refrain from making 
such comments, the production of of-
fensive content continues behind the 
mask of anonymity. Uncivil comments 
are sometimes found in unexpected 
places. In response to an online article 
regarding miners trapped in a Chilean 
mine, the following comments were 
found: “These guys are frauds” and 
“We’re just trying to make the world 
a better place one brainwashed, igno-
rant idiot at a time.”39

As these cases demonstrate, un-

W H EN ON L I N E I N T ER M EDI A R I E S provide a space for 
individuals to comment and share their opinions, the 
hope or expectation is to facilitate civic engagement. 
However, although civic engagement is achieved to a 
certain extent, uncivil behaviors, such as aggressively 
attacking opposing opinions, producing malicious 
comments and rumors, and even expressing insults 
and threatening comments, have also increased. 
Cyberbullying, cyber-sexual harassment, and online 
hate speech are only a few of the uncivil behaviors 
expressed via malicious comments. This behavior
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 key insights
	˽ The commenting function of online 

intermediaries and digital platforms is 
expected to facilitate civic engagement 
via healthy discussion and the sharing 
of diverse perspectives. However, while 
anonymous online spaces can encourage 
civil discussion, they can also nurture 
uncivil behaviors, including the posting of 
malicious comments.

	˽ Several attempts have been made 
to resolve this issue, especially by 
decreasing anonymity; however, these 
solutions have often been less effective 
than expected or have had controversial 
consequences, such as limiting the 
freedom of speech.

	˽ An online comment-history disclosure 
system provides users with access to 
their accumulated comment histories; 
helping them to perceive their digital 
identity is built upon their past behaviors 
can effectively induce digital citizenship 
behaviors while retaining their anonymity.
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civil comments can degrade and skew 
public discourse and even further de-
velop into violent threats. Even if these 
threats are not realized, abusive com-
ments can cause enormous psycho-
logical harm, including fear, stress, de-
pression, and feelings of inferiority.15 
Furthermore, malicious online com-
ments can intimidate individuals who 
have already expressed their opinions, 
potentially discouraging them from 
participating in further discourse, 
thereby significantly limiting civic en-
gagement.

Furthermore, the harmful effects 
of uncivil online behaviors are magni-
fied since individuals tend to generate 
more aggressive comments in an anon-
ymous online environment.31 With the 
growing number of Internet users, the 
number of individuals posting mali-
cious comments can easily become 
large enough to distort the direction 
and consequences of public discourse.

How Anonymity Induces 
Uncivil Behavior
When people perceive anonymity on-
line, they tend to be more willing to 
express their opinions, even on con-
troversial and sensitive issues such 
as abortion.37 The mere possibility of 
eliminating anonymity can decrease 
both the number of posts as well as the 
amount of dialogue that occurs in on-
line communities.23

However, while anonymity enables 
individuals to share their opinions, it 
also allows them to express their opin-
ions in an uncivil manner. For example, 
on The Washington Post website, which 
provides anonymity to commenters, 
uncivil online behavior is a significant-
ly common occurrence.32 The quality of 
comments on online articles decreases 
under anonymity and increases when 
the degree of anonymity decreases.30 
Individuals are more likely to post of-
fensive comments when using non-so-
cial-media accounts rather than social-
media accounts, which provide less 
anonymity.6 This perceived anonymity 
significantly increases cyberbullying2 
and allows individuals to post mali-
cious online comments because they 
feel less responsibility under anony-
mous conditions.22

How does anonymity, which makes 
online spaces rich environments for 
sharing opinions, also incite uncivil 

behaviors? Social psychology answers 
this question using the deindividua-
tion theory,40 which suggests that an 
individual’s unidentifiable deindi-
viduated state in a crowd is the path 
to greater uninhibited expression. 
Individuals are also more likely to ex-
press negative emotions when they 
perceive a high level of anonymity, 
since negative emotions are less so-
cially desirable than positive ones. 
Moreover, anonymous environments 
allow people to feel more comfortable 
in demonstrating less socially accept-
able behaviors.35 Under a state of ano-
nymity, the burden of responsibility 
perceived by individuals when express-
ing their remarks, opinions, or certain 
behavior is lighter. This can lead them 
to extremely uncivil behaviors, such 
as bitterly criticizing the government 
or expressing hatred toward certain 
groups. Since the degree of perceived 
anonymity is related to community 
size,5 online uncivil commenting be-
havior associated with anonymity will 
only worsen as the number of Internet 
users grows.

Efforts to Deal with Uncivil 
Online Comments
Various attempts have been made to 
limit uncivil online comments. We 
identified three main methods for lim-
iting uncivil comments: human con-
trol, algorithmic control, and environ-
mental control.

Human control. The human-con-
trol method does not aim to control 
the anonymity embedded within on-
line environments but rather seeks to 
use peoplepower to directly deal with 
malicious comments. A representative 
attempt to implement this technique 
is the use of professional moderators. 
Online sites using this method en-
courage their users to flag or report 
offensive comments; subsequently, 
professional moderators scrutinize 
these comments to determine whether 
they must be removed. However, us-
ers tend to use flags not only to report 
offensive comments but also as indi-
vidual tactics to express disagreement, 
retribution, and harassment,13 which 
further increases the difficulties as-
sociated with moderating comments. 
Another technique, interactive modera-
tion, goes beyond simple moderation; 
it uses replies and counter-speech to 

deal with malicious comments. Al-
though this method can facilitate a de-
liberative atmosphere that encourages 
user participation, counter-speech in 
response to hate speech has the side ef-
fect of giving hateful comments more 
exposure.11 Additionally, counter-com-
ments made by community modera-
tors are not as effective as those made 
by other users,26 suggesting that other 
commenters, rather than moderators, 
play an important role in preventing 
uncivil behavior. Therefore, the inter-
active moderation method is not as ef-
fective as expected, especially consid-
ering the significant costs associated 
with hiring and running moderators.

Another human-control method 
is limiting entire comment sections, 
which is relatively simpler than profes-
sional moderation. This is classified 
as a human-control method because 
it does not control the anonymous en-
vironment per se but requires human 
intervention to determine whether an 
article or article category is suitable 
for commenting. For example, The New 
York Times and CNN have an optional 
commenting system that restricts the 
articles that can be commented on. 
Although eliminating the comment 
section is a possible solution for pre-
venting uncivil comments, it also elim-
inates the entire possibility of healthy 
online civic engagement.

Algorithmic control. This method 
depends heavily on technology to filter 
and delete malicious comments; how-
ever, it does not deal with the anonym-
ity embedded in this context. Since 
this method is used by online news 
organizations to filter and remove hate 
speech, it often encounters difficulties 
in defining hate speech11 and is much 
criticized as being a "discriminating 
gatekeeper."18 Therefore, most meth-
ods for controlling uncivil comments 
use algorithmic control as a comple-
ment. For example, blacklisting or 
blocklisting combines human- and al-
gorithmic-control methods, enabling 
users to avoid viewing malicious com-
ments by blocking certain users’ com-
ments. X (formerly Twitter) uses block-
listing applications such as Block Bot 
and Block Together. However, making 
the most efficient and effective but un-
biased lists may be a challenging task, 
since blocking a particular user’s ac-
count hides not only their individual 
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comments but also all the comments 
ever made by that account, and sub-
scribing to existing blocklists means 
blocking an entire group of accounts 
on the list. For example, managing 
community-curated blocklists faces 
difficulties in motivating and coordi-
nating community moderators.19 Algo-
rithmically curated blocklists, which 
use predefined criteria to make lists, 
are not only ineffective in making com-
plex curation decisions19 but are also 
criticized as being biased and discrim-
inatory.18 Additionally, the algorith-
mic-control method focuses on com-
ment readers, providing them with the 
option of selecting what should not be 
shown to them rather than prevent-
ing commenters from posting mali-
cious comments. More importantly, 
blocklisted accounts do not face any 
constraints in terms of posting further 
malicious comments.19 Therefore, us-
ing blocklisting as the sole method to 
control malicious comments has se-
vere limitations.

Environmental control. Another 
method of controlling malicious com-
menting behavior is environmental 
control, which attributes the source 
of malicious behavior to the anonym-
ity of the commenting environment. 
While the human- and algorithmic-
control methods seek to directly deal 
with malicious comments or accounts, 
environmental controls create signals 
or an atmosphere wherein malicious 
commenting activities eventually lead 
to certain consequences that are di-
rectly attributed to a particular com-
menter. Therefore, environmental con-
trols mostly involve the elimination of 
anonymity.

Since individuals tend to demon-
strate more trust, accountability, and 
intention to cooperate with others in a 
non-anonymous environment,25 when 
a speaker is identifiable, the number of 
positive sentiments tends to increase, 
while the number of negative expres-
sions decreases during discussion.16 
Therefore, to solve the problem of mali-
cious comments by directly increasing 
identifiability and thus decreasing an-
onymity, an attempt to introduce a re-
al-name Internet system has emerged 
and has been intensively discussed. 
While this system is associated with 
several controversies related to free-
speech and public-discourse restric-

tions, the right of self-determination 
in terms of disclosing personal infor-
mation, and the possibility of monitor-
ing citizens, the world’s first real-name 
Internet system was legislated in Korea 
in 2006. The law mandated that portal 
sites with more than 0.3 million daily 
users and online news bulletins with 
over 0.2 million daily users must im-
plement the system. Thirty-seven sites 
became the subjects of this legislation, 
including Naver and Daum, the largest 
portal sites in Korea. Subsequently, us-
ers appeared to be more careful when 
leaving comments, because it was easy 
to determine who and what someone 
had posted since their real names were 
exposed. Under the real-name system, 
the number of malicious comments 
decreased. However, the total number 
of comments also decreased, thus lim-
iting public discourse. The system was 
constantly mired in controversy. Even-
tually, a constitutional petition was 
submitted in Korea. In 2012, the law 
was ruled unconstitutional and abol-
ished, with lawmakers saying it un-
dermined the freedom of anonymous 
expression, the intermediaries’ right 
to provide freedom of speech, and the 
users’ right of self-determination in 
disclosing personal information.

In contrast, in the U.S., enforc-
ing a real-name comment system has 
never been an option because it goes 
against the First Amendment, which 
values freedom of speech. However, in 
the wake of “The Great De-platform-
ing” and the spread of misinforma-
tion about COVID-19, voices are being 
raised for legislation to control ano-
nymity to decrease online abuse, hate 
speech, and racism. Thus, policymak-
ers are considering a legal solution to 
reduce the anonymity of online us-
ers—for example, by revising Section 
230. Even individuals who oppose this 
legislation acknowledge the need to 
control anonymity. They suggest that 
online intermediaries or digital plat-
forms—private actors not ruled by the 
First Amendment—should employ 
their own methods for controlling 
anonymity, such as authentication or 
stratified identification.

In summary, the human- and algo-
rithmic control methods do not prevent 
the posting of malicious comments, as 
they are mostly post hoc methods that 
address malicious comments only af-

While anonymity 
enables 
individuals 
to share their 
opinions, it also 
allows them to 
express their 
opinions in an 
uncivil manner.
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Therefore, this new approach is ex-
pected to limit the perceived anonym-
ity and increase the sense of identity 
without impairing the anonymity of 
the Internet. In South Korea, the ne-
cessity to control anonymity originates 
from the field of online news con-
sumption. News portal sites in Korea 
offer articles and videos produced by 
various news channels in a mash-up 
format; comment sections allow us-
ers to share their opinions with oth-
ers. Among these, Naver is the larg-
est portal in South Korea, with more 
than 30 million monthly active users. 
About 68.6% of Korean adults use Nav-
er as their primary news consumption 
channel.21 Naver users read the news 
and comments on the news posted by 
others to get a sense of how the public 
views the issues.34 Owing to its impact, 
there are countless incidents of opin-
ion manipulation and comment fabri-
cation on Naver.

To alleviate the social problems 
caused by malicious comments, such 
as cyberbullying, Naver decided to dis-
close the online comment histories of 
all its users starting March 19, 2020. 
This decision was announced to the 
public a day before its implementation. 
Therefore, users did not have sufficient 
time to find and delete any comments 
they did not want to show the public. 
After that date, users were able to view 
the comment history of other users 
on the Naver news website. This new 
system discloses a user’s comment 
history, including their screened ID; 
nickname; list of comments; the news 
articles on which they were posted; re-
actions of other users to recent com-
ments, such as likes and dislikes; and 
comment-management measures, 
such as the number of deleted com-
ments.

This implementation can be viewed 
as a method that executes the concept 
of accountable anonymity. Account-
able anonymity does not limit users’ 
anonymity as long as they commu-
nicate legitimately. However, when 
something prohibited occurs, the ac-
countable anonymity system collects 
evidence of the wrongful behaviors 
of abusive users and establishes a 
link between their activities and their 
identity without affecting the anonym-
ity of other users. This accountable-
anonymity system requires some as-

ter they have been posted. In contrast, 
the environmental-control method, 
aimed at controlling the anonymity of 
online environments, seeks to prevent 
the posting of malicious comments. 
This method views anonymity, which 
was considered to be an absolute vir-
tue, as something between an inevi-
table feature of Internet design and a 
controllable feature of architectural 
design. However, eliminating or se-
verely limiting anonymity is viewed as 
either unconstitutional or doing more 
harm than good. Therefore, there is a 
need for a different approach that does 
not aim to limit anonymity but rather 
produces an effect like those induced 
by decreasing anonymity.

A Different Approach: Publication 
of Online Comment History to 
Build a Sense of Digital Identity
An essential characteristic of anonym-
ity is the inability to track individuals 
by their online behavior since it is not 
linked to their respective identities. 
Another important aspect of online 
anonymity is that anonymous online 
behavior is generally performed under 
individually different anonymities—
that is, anonymity not only detaches 
a behavior from its agent but also de-
taches one behavior from another. In 
other words, while the same person 
may create several comments, there is 
no way to identify, collect, or classify 
the comments by their agent. Conse-
quently, there is no sense of identity. 
Focusing on individually different 
anonymities and creating a sense of 
digital identity, as opposed to whether 
a real person can be identified or not, 
a different attempt stemmed from the 
idea that if an individual’s online com-
ments are accumulated under a unique 
pseudo-identifier such as a nickname, 
there will be a sense of digital identity 
built from them, even in an anony-
mous environment. Although a per-
son’s digital identity is not linked with 
a person’s real identity, it will make 
the person perceive that their online 
comments are now only detached from 
their offline identity but are still at-
tached to their digital identity. Once it 
is formed, regardless of the personas, 
digital identity cannot be completely 
ignored or forgotten and can be sub-
ject to impression management and 
self-presentation.

This new approach 
is expected to 
limit the perceived 
anonymity and 
increase the sense 
of identity without 
impairing the 
anonymity of the 
Internet.
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two-sided reputation systems differ 
from online comment-history disclo-
sure systems in that the reputations 
of each side are explicitly based on the 
other side of the transaction in the for-
mer’s case, while only the commenters’ 
reputations are built indirectly based 
on their own comments in the latter’s 
case. In online comment disclosure 
systems, a commenter’s previous com-
ment records can be used to determine 
the user's tendencies. Figure 1 presents 
Naver’s comment history page. Once 
an individual posts comments on a 
news page, the news page and the in-
dividual’s comments are automatically 
collected within the commenter’s ac-
count. When the reader of a comment 
clicks on the screened ID provided at 
the top of a comment, a page (Figure 
1) displays information about the com-
menter’s comment history, including 
statistics and the contents of previous 
comments.

Analysis of the Effects of 
the Publication of Online 
Comment History
Korean news media companies dis-
tribute their content through various 
channels, which include not only their 
own websites but also large portal 
sites. An interesting trend in news for-
mats is that Koreans prefer video-type 
news rather than text-type articles,21 
and video platforms such as YouTube 
have emerged as a new channel for 
news consumption. In response to this 
trend, news media companies have 
started using YouTube as their regu-
lar channel for uploading news. This 
means that the exact same content can 
be found on both YouTube and Naver. 
These two outlets are similar in that 
their users can consume news content 
and share their opinions without any 
restrictions. However, Naver’s decision 
to disclose users’ comment histories 
may have created a different environ-
ment for comment writers. Compared 
with YouTube’s lack of access to user-
comment records, Naver’s provision 
of access to users’ accumulated and 
trackable comment histories may sig-
nificantly affect their comment writing 
behavior. Therefore, to determine the 
effects of an online intermediary using 
an online comment-history disclosure 
system, we compare this use with an 
intermediary that does not implement 

comments in the political news sec-
tion was adjusted from most liked to 
newest-first only. Moreover, Naver pro-
vided each news company with the dis-
cretion as to whether to provide a news 
comments section for a particular arti-
cle, whether to display news comments 
below the text, and how to sort news 
comments in the Naver news section. 
Additionally, the comment sections 
under all news items were hidden by 
default and only shown upon an explic-
it click. Furthermore, the news com-
ment function was entirely removed 
to prevent the generation of malicious 
comments under entertainment news. 
Therefore, online comment-history 
disclosure does not just decrease ano-
nymity through accountable anonym-
ity but also provides a clear sense of 
the decreased anonymity established 
by building a digital identity.

Moreover, online comment-history 
disclosure systems can be viewed as 
similar to reputation-based systems, 
such as Airbnb and Uber, wherein user 
reputations are evaluated based on ac-
cumulated reviews.17 However, such 

pects of a user’s identity so they can be 
traced when necessary—for example, 
from their connection (IP) address at 
the minimum level to their real identi-
ty at its full scale. These can be collect-
ed by service providers or trusted third 
parties (for example, authentication 
centers).1 Then, it uses certain cryp-
tographic mechanisms12 to establish 
a certain level of anonymity, such as 
selectively deanonymizing, pseudony-
mizing, and maintaining the anonym-
ity of identity information, depending 
on the various types of identity infor-
mation.36 Therefore, since users are 
aware that while their anonymity can 
be maintained, their identity can be re-
vealed when they participate in abusive 
behaviors, accountable anonymity is 
expected to serve as a deterrent to the 
abuse of anonymity, which can lead to 
uncivil behavior.38 Thus, the concept of 
accountable anonymity is an attempt 
to reduce the adverse effects of ano-
nymity while maintaining its merits. 
However, an online comment history 
disclosure system is not simply about 
building a link between users’ activi-
ties and their real identities. Since Nav-
er requires the verification of a mobile 
phone number when creating a user ac-
count (up to three Naver accounts can 
be created using one mobile number), 
users are not entirely free from the 
possibility of being identified, which 
means that the concept of account-
able anonymity is always in action at 
some level.a However, Naver still had to 
implement several policies to decrease 
malicious comments before introduc-
ing its online comment-history disclo-
sure system. For example, the number 
of “upvote/downvote” clicks by a single 
account within 24 hours was limited to 
50, and an option to sort online news 

a	 To create a Naver account, an individual’s 
mobile phone number is required, and in Ko-
rea, mobile phone numbers are only issued to 
individuals who have completed an identity 
verification process. The process of identity 
verification when creating a Naver account is 
done in a way such that Naver only obtains 
the result of whether a particular user actu-
ally owns a mobile phone number from a tele-
communication company. In other words, any 
identity information that can be used to iden-
tify a person is not stored by Naver. In terms of 
accountable anonymity, in this case, the tele-
communication company becomes a third-
party company that can restore an individual’s 
identity if necessary.

Figure 1. Example of online comment his-
tory (translated from Korean to English).
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of all comments regarding video 
news i listed on platform j at time t. 
Treatmentij is a binary variable that 
indicates whether video news i is 
displayed on a platform j that imple-
ments a comment-history disclo-
sure system (Naver) or does not (You-
Tube). AfterImplementationt refers 
to whether the time t occurs after the 
implementation of a comment-his-
tory disclosure system. In this study, 
the disclosure system was imple-
mented in March 2020; thus, the vari-
able AfterImplementationt takes the 
value of 1 if the data is after March 
2020 (that is, from April 2020 to June 
2020) and 0 if it is before March 2020 
(that is, from November 2019 to Janu-
ary 2020). Since Naver often deploys 
policies to create a less harmful com-
menting environment, we selected 
the period in which the effects of the 
implemented comment-history dis-
closure system can be captured. This 
period provides consistent data for all 
the variables in our model and covers 
the periods before and after policy 
implementation. The variable of our 
interest, Treatmentij × AfterImple-
mentationt, represents the effects 
of implementing a comment-history 
disclosure system. Xijt denotes the 
related control variables, such as the 
average number of likes in the replies 
to comments for video news i listed 
on platform j at time t (AvgLikesRe-
plyijt), the average number of likes in 
the comments for video news i listed 
on platform j at time t (AvgLikesijt), 
and the average number of hates in 
the comments for video news i listed 
on platform j at time t (AvgHatesijt). 
δi includes unobserved video news-
specific characteristics as well as ob-
served characteristics, such as the 
news section category to which video 
news i belongs to (Section_ITi for the 
IT section, Section_Bizi for the busi-
ness section, Section_Lifestylei for 
the lifestyle section, Section_Worldi 
for the world section, and Section_
Politicsi for the politics section) and 
the news media company that pub-
lished the video news (BC_KBSi when 
video news i is published by KBS; 
BC_MBCi when published by MBC; 
BC_SBSi when published by SBS, BC_
TVCi when published by TV Chosun, 
BC_YTNi when published by YTN, 
BC_ChAi when published by Channel 

technique in our analysis. SA compu-
tationally detects emotion, opinion, 
sentiment, and subjectivity in text.24,29 
By successfully mining opinions and 
measuring emotions, SA helps to ac-
complish two tasks: detecting the sen-
timent signals of text segments (for 
example, sentences) and measuring 
the strength and polarity of the sen-
timent within those segments.29 To 
perform this SA for Korean data, we 
employed the rhinoMorph morphol-
ogy analyzer, whose dictionaries are 
based on the Korean Modern Tagged 
Corpus, which includes a 12-million-
phrase scale, created by the Korean 
government.9 After model training, 
we applied the GridSearchCV method, 
which sequentially inputs hyperpa-
rameters into the model to verify the 
generalization error and determine 
the optimal parameters for the trained 
model. Using these methods, we mea-
sured the sentiment of each comment 
in the selected video news. Sentiment 
value is 1 when a comment is classi-
fied as a positive comment and 0 if 
not. Next, we calculated the percent-
age of positive comments for each 
video news item.

Analysis of the impact of comment-
history disclosure. To validate the 
causal relationship, we employed the 
difference-in-differences (DID) model, 
which is widely used to estimate causal 
relationships.3 This model was appro-
priate for our analysis since it provides 
an experimental design with observa-
tional data because the treatment (that 
is, implementation of an online com-
ment-history disclosure system) oc-
curred on one of the platforms during 
the observation period. This allows us 
to compare the treatment group (com-
ments on Naver) with the control group 
(comments on YouTube) and observe 
the changes that occur within each 
group before and after implementa-
tion of the comment-history disclosure 
system. The following equation repre-
sents our model:

ln (AvgSentijt)
= �β × (Treatmentij ×  

	    AfterImplementationt) 
+ α × Treatmentij 

+ γ × AfterImplementationt 

+ Xijt + δi + εijt

In the above equation, AvgSentijt 
refers to the average sentiment value 

such a system. In this study, we ana-
lyzed the comments on news publica-
tions available on Naver and compared 
them with those on YouTube.

Video news selection. Naver pres-
ents video news produced by Korean 
news media companies; therefore, 
people can watch video news similar 
to how they watch on YouTube. More-
over, individuals can post comments 
for video news on both platforms. We 
collected the digital comments for 
Korean video news available on both 
platforms between November 2019 
and June 2020. The video news whose 
comments we collected is listed iden-
tically on both platforms, thereby en-
abling us to compare user comments 
to ensure any differences are not 
caused by variation in the content. We 
randomly selected news from diverse 
categories to avoid any biases that 
may arise from category characteris-
tics. These included politics (51%), so-
ciety (24%), world (19%), business (4%), 
lifestyle (1%), IT (0.004%), and others 
(1%). News articles in the form of vid-
eo news were obtained from various 
broadcasting companies, namely YTN 
(29%), MBC (19%), JTBC (16%), Channel 
A (9%), KBS (8%), SBS (8%), TV Chosun 
(7%), and MBN (4%). Consequently, 
we collected 6,398 video news items. 
Since we intended to analyze the user 
comments on these items, we only in-
cluded news that had comments on 
both platforms. Therefore, we used 
6,262 video news items (3,131 on each 
platform) for further analysis. The 
total number of comments on these 
6,262 video news items was 1,722,343 
(954,200 for Naver and 768,143 for 
YouTube), while the average number 
of comments was 275.05 (304.76 for 
Naver and 245.33 for YouTube).

News comment sentiment analysis. 
We performed sentiment analysis (SA) 
on news comments to identify the un-
civil/civil behaviors of commenters. In 
machine learning (ML), SA and related 
approaches have been widely used, es-
pecially for natural language process-
ing (NLP) and information retrieval. 
These approaches have been facilitat-
ed by the increased availability of large 
datasets and the development of com-
mercial intelligence applications.14,28 
To calculate the sentiment scores of 
the comments on the selected video 
news, we applied an automated SA 
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ment expresses hatred toward either 
female-, male-, queer-, generation-, re-
ligion-, race-, or region-related issues. 
This algorithm was further developed 
by training 24,000 online news com-
ments collected from major Korean 
Web portals, such as Naver and Daum, 
based on three multi-label classifiers: 
KcBERT-base, KcBERT-large, and KcE-
LECTRA-base. Using this algorithm, 
we measured the degree of each hate 
category for each online comment in 
our data.b We obtained the average 
value of this measure by aggregating 
online comments by news i on plat-
form j at time t. By employing the new 
variables as the dependent variables, 
we analyzed how a comment-history 
disclosure system affects the genera-
tion of hate comments. Table 2 de-
picts the additional analysis results. 
According to the analysis, we find that 
the average hatred ratio of each cate-
gory of the online news comments de-
clined after system implementation.

Discussion and Conclusion
While online discourse can help to 
achieve deliberative democracy via 
civic engagement that enriches di-
verse perspectives and promotes 
healthy discussion, uncivil comments 
hinder this opportunity by distorting 
the direction of online discourse and 
creating unnecessary conflict. To en-
sure that everyone can express their 
opinions without the fear of being 
shunned owing to anonymity, it is im-

b	 The analysis result of racial hate is not reported 
because the presence of racial hate in Korean 
online comments was low and the effect of racial 
hate was not significant.

negativity of online content is the 
most conventional and effective way 
to identify malicious comments. 
However, it is difficult to assess the 
maliciousness of an online comment 
based solely on the negativity mea-
sure.4 Therefore, we employed the 
hatred ratio of each comment by ap-
plying a recently developed multi-la-
bel Korean online hate-speech algo-
rithm.20 To classify comments as hate 
speech, the algorithm combined the 
findings of existing studies20 and con-
sidered the main issues that Koreans 
pay attention to. Consequently, the 
algorithm classified Korean perceived 
hate speech into eight categories: 
non-hate speech and whether a com-

A, and BC_JTBCi when published by 
JTBC). These are binary variables with 
a value of 1 if yes and 0 otherwise.

Findings of the Difference-
in-Differences Analysis
Table 1 summarizes the results of the 
DID model. In Model 1, we only includ-
ed the DID variables, while we includ-
ed control variables in addition to the 
DID variables in Model 2. For all mod-
els, the coefficients of the variables of 
interest (Treatmentij×AfterImplement
ationt) are significantly positive, indi-
cating that the sentiment of the com-
ments in news articles is more positive 
after implementing a comment-histo-
ry disclosure system. Specifically, the 
average sentiment value of all com-
ments for video news i in Naver, which 
implemented an online comment-his-
tory disclosure system, increased by 
24.1% for Model 1 and 24.5% for Model 
2 after the system was implemented, 
compared with YouTube, which does 
not implement such a system. Among 
the control variables, the average num-
ber of likes in the replies to comments 
(AvgLikesReplyijt) also has a significant 
impact on the average sentiment value 
of the comments. Model 2 shows that 
the average sentiment value of all com-
ments on video news increases by 0.7% 
as the average number of likes increas-
es by one unit.

According to the DID estimation 
results presented in Table 1, the im-
plementation of a comment-history 
disclosure system decreases the num-
ber of negative comments. Figure 2 
depicts the main results, showing 
how the average sentiment in article 
comments changes with the imple-
mentation of a comment-history dis-
closure system and group differences 
in the changes in average sentiment. 
The average sentiment of comments 
on the video news became more posi-
tive after implementing the system 
compared with that of the comments 
before implementation. Since individ-
uals perceive that their digital identity 
is built upon their past behavior and 
the commenting environment is not 
entirely anonymous, they may feel 
more responsible for their behavior 
and opinions and may refrain from 
indiscriminate criticism.

Additional analysis considering 
sentiment measure. Assessing the 

Table 1.  DID estimation results.

ln (AvgSentijt) Model 1 Model 2

Treatmentij* 
AfterImplementationt

0.241*** 
(0.007)

0.245*** 
(0.008)

Treatment ij –0.251*** 
(0.006)

–0.275*** 
(0.008)

AfterImplementationt –0.584*** 
(0.169)

–0.619 
(0.158)

AvgLikesReplyijt — 0.007*** 
(0.001)

AvgLikesijt — 0.001 
(0.001)

AvgHatesijt — 0.001 
(0.004)

Video-News  
Fixed Effect

Included Included

Day Fixed Effect Included Included

Number of  
Observations

6,262 6,262

R-Squared 0.757 0.761

Robust standard errors in parentheses.  
*p<0.1; **p<0.05; ***p<0.01

Figure 2. Average change in sentiment before and after policy implementation.
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example, Facebook has used a real-
name system since it began as a social 
networking service to link offline rela-
tionships. Today, it plays the role of a 
digital intermediary whose space nur-
tures public discourse, including that 
of various hate groups. While many 
intermediaries undertake significant 
efforts to remove and filter hateful 
content, Facebook is known to take 
less responsibility for such content, 
adopting a relatively hands-off ap-
proach, which ironically makes a case 
for users to take responsibility for 
their content since they use their real 
names. This is partly because Face-
book’s design tends to separate users 
into homogenous groups, such that 
certain extremist or hate speech may 
be magnified and reinforced within 
these groups.10 This example indicates 
that simply introducing the concept 
of controlling anonymity might not 
work in reality if it is not accompanied 
by careful technological design and 
implementation. This is evident since 

less responsible for creating a health-
ier commenting environment.27 More-
over, blacklisting and blocklisting do 
not place the burden of building a less 
harmful commenting environment 
on individual users either. For most 
users, blacklisting and blocklisting 
are not about responsibility but more 
about using their own discretion in 
terms of deciding whether to view ma-
licious comments. Algorithmic control 
methods are similar in that they do 
not involve individual users taking re-
sponsibility for their behavior, leaving 
technology in charge and users in a po-
sition to merely apply what the technol-
ogy provides to them.

In contrast, environmental-control 
methods emphasize the responsible 
behavior of users and even their ac-
countability. In this case, individual 
users may carefully consider their 
own commenting behavior. How-
ever, simply eliminating anonymity 
and using a real-name system does 
not increase digital citizenship. For 

portant to foster an atmosphere that 
values digital citizenship, which sug-
gests how to maintain our integrity 
and dignity in our interactions with 
other people as social beings. There-
fore, what we should ultimately con-
cern ourselves with is how we nurture 
digital citizenship, so healthy civic en-
gagement is naturally nourished.

Digital citizenship is built upon 
one’s responsible behavior in online 
environments. In this sense, although 
online intermediaries have undertak-
en various approaches to address un-
civil comments, they have experienced 
varying amounts of success in terms 
of nurturing digital citizenship. For 
example, in a system that uses profes-
sional moderators, the final respon-
sibility and discretion regarding the 
retention and deletion of comments 
lies with the moderators. Although 
individual users can contribute to 
this system by flagging and reporting 
malicious comments, the existence 
of final decision makers makes users 

Table 2.  Additional analysis considering the Sentiment Measure.
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Treatmentij*  
AfterImplementationt

0.062*** 
(0.005)

–0.137***  
(0.018)

–0.135*** 
(0.013)

–0.091***  
(0.012)

–0.332***  
(0.024)

–0.142***  
(0.018)

–0.195***  
(0.027)

Treatmentij –0.144*** 
(0.005)

0.328***  
(0.018)

0.220***  
(0.013)

0.215*** 
(0.012)

0.647***  
(0.025)

0.346***  
(0.018)

0.544*** 
(0.028)

AfterImplementationt –0.183*  
(0.106)

–0.631  
(0.460)

0.180  
(0.280)

–0.004  
(0.257)

–1.338***  
(0.348)

0.142  
(0.169)

0.845  
(0.520)

AvgLikesReplyijt –0.001  
(0.001)

0.010***  
(0.003)

0.007*** 
(0.002)

0.004**  
(0.002)

0.001  
(0.002)

0.004**  
(0.002)

–0.001 
(0.003)

AvgLikesijt –0.001  
(0.001)

–0.011**  
(0.004)

–0.003  
(0.002)

–0.001  
(0.002)

0.001  
(0.005)

0.003  
(0.003)

–0.002  
(0.006)

AvgHatesijt 0.002  
(0.003)

0.007  
(0.011)

0.009  
(0.008)

0.013**  
(0.006)

–0.030**  
(0.012)

–0.032***  
(0.011)

0.016  
(0.016)

Video–News  
Fixed Effect

Included Included Included Included Included Included Included

Day Fixed Effect Included Included Included Included Included Included Included

Constant –0.070  
(0.105)

–4.117***  
(0.460)

–5.692*** 
(0.279)

–5.207***  
(0.250)

–3.714*** 
(0.348)

–5.487*** 
(0.167)

–5.492*** 
(0.465)

Number  
of Observations

6,262 6,262 6,262 6,262 6,262 6,262 6,262

R–Squared 0.837 0.824 0.741 0.860 0.729 0.861 0.781

Robust standard errors in parentheses. *p<0.1; **p<0.05; ***p<0.01
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online anonymity regulations cannot 
be executed, do not reduce, and even 
increase online malicious comment-
ing.7 Since technologies can help to 
tailor user behavior and control how 
online spaces are deployed, the role of 
such intermediaries is crucial.

Overall, as previous attempts in-
dicate, placing constraints on com-
menting is ineffective and often per-
ceived as limiting free speech. The 
filtering of uncivil comments is not 
as effective a method as expected. 
The elimination of anonymity, the 
main source of uncivil commenting 
behavior, not only limits individuals’ 
right to free speech but is also not 
particularly effective when its imple-
mentation is not carefully designed. 
In this sense, a more effective solu-
tion may be an environmental control 
that does not limit user anonymity, 
facilitates deliberative discourse, and 
provides an indirect and subtle nudge 
that builds a sense of identity among 
users. After all, shaping the behav-
ioral norms of users by tailoring the 
way users see, feel, and experience 
technology is what digital platforms 
do best. Therefore, we argue that envi-
ronment controls, along with careful 
architectural design, implemented 
to decrease perceived anonymity can 
be effective, but only if it is designed 
to nurture digital citizenship, there-
by urging online intermediaries to 
thoughtfully and carefully shape and 
influence user behavior. We are not 
suggesting that an online comment-
history disclosure system is the only 
method to establish a less harmful 
commenting environment; multiple 
methods can be combined and imple-
mented together. Technological de-
velopment and thoughtful thinking 
are essential to developing new ap-
proaches to achieve safer comment-
ing environments. Regardless of the 
methods used, emphasizing the us-
ers’ role in creating a healthy online 
environment is crucial when design-
ing online platforms. Our analysis of 
the implementation of an online com-
ment-history disclosure system that 
helps to build a digital identity shows 
the possible ways in which online in-
termediaries and digital platforms 
can facilitate digital citizenship, fur-
ther emphasizing the importance of 
their roles.
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