
 key insights
 ˽ People treat anthropomorphic robots like 

human acquaintances. Moreover, humans 
are more willing to interact with robots if 
they are human-like rather than machine-
like.

 ˽ People use heuristics from human 
interactions to make judgments regarding 
human-robot interaction.

 ˽ People see humanoids as moral agents 
and often feel empathy for them. The 
function of humanoids also influences the 
way humans evaluate them, For example, 
counterterrorism and firefighting robots 
are viewed more favorably compared to 
those with less dignified roles.

ROB O T S A R E FA S T becoming a part of everyday life. 
Indeed, robots are now deployed in retail stores (see 
Figure 1), warehouses, hospitals, factories, and so on 
to perform tasks conventionally done by humans. 
Nestlé uses a humanoid robot “Pepper” to sell coffee 
makers in department stores in Japan; people buy ice 
cream from a fully automated ice cream franchise, 
RoboFusion; Cobalt’s KnightScope security robots 
patrol streets in New York City. Such encounters  
will only increase as the global market for service 

robots has grown exponentially, from 
$36.2 billion in 2022 to $103.3 billion 
by 2026.26

According to a survey from McKin-
sey Global Institute, 15% of the global 
workforce, or 400 million workers, will 
be displaced by 2030.14 Approximately 
45% of the workforce in manufactur-
ing, 37% in retail, 25% in hospitality, 
23% in social work, and 10% in educa-
tion might be replaced by artificial in-
telligence (AI) in six years.34 By 2020, 
automation was expected to displace 
75 million jobs while creating 133 mil-
lion jobs.7 Automation in general can 
help grow business and often generate 
more jobs. For example, Wing Enter-
prises, a ladder manufacturer in Utah, 
built a new automated facility that in-
creased its productivity by 30%, which 
subsequently helped the company ex-
pand from 20 to 400 employees.14

Creating robots that perform jobs 
traditionally done by humans is the 
goal of many robotics engineers.11 This 
aspiration to replicate human cogni-
tion and behavior has led to some suc-
cess in developing robots capable of 
performing human tasks such as sales 
and teaching.16 The growing trend 
of designing robots to resemble hu-
mans was initially viewed with excite-
ment. However, when robots started 
to look and behave human ‘enough’ to 
threaten the human identity, people’s 
opinion of robots shifted, and this phe-
nomenon is referred to as the ‘uncanny 
valley effect.’24

Anthropo-
morphism 
and Human-
Robot 
Interaction
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Public sentiment about humanoids 
has been largely divided. Some people 
treat anthropomorphic robots like 
they are human acquaintances.19 Oth-
ers feel stressed and anxious about an-
thropomorphic robots and see them 
as a threat to job security and human 
identity.19,27 Overall public sentiment 
about  robots has been negative. One 
of the main concerns is that robots 
make us less human.27 Ironically, pre-
vious research suggests the opposite 
may be true. Robots can help humans 
grow socially and emotionally if they 
resemble us more.13,31

Some people think anthropo-
morphic robots are more compe-
tent, trustworthy, and fun to interact 
with.13,31 People evaluate their human-
robot interaction (HRI) experience 
more positively and are more tolerant 
of errors if robots are humanlike.31 
Robots have been more effective in 
helping children with autism spec-
trum disorder (ASD) improve their 
social skills.32 Anthropomorphizing a 
robot might influence HRI positively 
or negatively depending on moderat-
ing factors such as different types of 
anthropomorphism, congruence in 

user expectations, HRI contexts, hu-
man features, and moral agency.

The Role of Anthropomorphism
Robotics design involves multifaceted 
areas of robotics where the design flex-
ibility is subjugated to the functional 
aspects of a robot.32 In the context of 
HRI for commercially available devices, 
robots are finite projects that have little 
room for meaningful physical altera-
tions.12 Robotics design is often suscep-
tible to a tight set of requirements and 
conditions that must be fulfilled.

Complex machinery products, 
such as automobiles, are also often 
limited in their design flexibility. An-
thropomorphic design is one common 
strategy for car makers to draw con-
sumers to their products. Car fronts 
are often designed to resemble a hu-
man face, and this anthropomorphic 
design is linked to improved product 
evaluation, such as better ratings for 
functionality or stronger product at-
tachment.1 Inronically, when slot ma-
chines are designed to look more an-
thropomorphic, people tend to bet less 
compared to a typical slot machine.23 
Previous research suggests the posi-
tive effect of product anthropomor-
phism on the user experience can be 
translated into the HRI context.

Previous research has studied cus-
tomer reviews of interacting with a 
concierge robot in a fully automated 
hotel in Tokyo, Japan, and found two 
main reasons why a human agent was 
preferred: People found it more dif-
ficult to interact with a robotic con-
cierge and they found/felt it less com-
petent.2 Anthropomorphic design of 
a robot can improve HRI in terms of 
these two most common reasons why 
some people might be averse to robots. 
Anthropomorphic robots can improve 
HRI by encouraging a favorable evalu-
ation of the robot in terms of its effi-
cacy and motivation to interact with it 
(see Figure 2).

Perception. People believe only hu-
mans strive to prove their competence, 
and this intrinsic notion is referred to 
as effectance motivation—that is, the 
belief in the superior competence of 
humans over non-human creatures or 
objects.15 People are susceptible to con-
firmation bias and seek evidence par-
tial to our beliefs and expectations.21 
Thus, product anthropomorphism of-

Figure 1. Humanoid ‘Pepper’ has been deployed in many retail stores throughout Japan.20

Figure 2. Anthropomorphic design can positively influence perception about robots, 
social motivation to interact with the robot, and cognitive responses to the robot such as 
trust level.
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Robot
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over robots because they believe that 
humans are competent to fix their mis-
takes and deliver the requested out-
come.15

However, previous research sug-
gests that people assign human 
characteristics, including effectance 
motivation, to objects if they are an-
thropomorphized.15 Research shows 
that humanizing a computer not only 
improves people’s evaluation of its ef-
ficacy but also the level of trust people 
have in the computer because they ex-
pected effectance motivation.40 People 
were more likely to trust a broken com-
puter to repair itself if the computer 
was anthropomorphized.40 Similarly, 
people were more tolerant of errors 
made by anthropomorphic robots 
because it was expected that robots 
would fix their errors.10

Future Directions
Robot anthropomorphism might con-
tribute to positive HRI, however, the 
effect is not likely to be straightfor-
ward. Humanlike robots might pro-
voke increased levels of anxiety and 
stress.27 Anthropomorphic design of 
a robot, while it can be an external 
stimulant to make user experiences 
more amusing for some,33 can also be 
a source of anxiety for others.27 Thus, 
robot anthropomorphism is a double-
edged sword. Future research might 

ten improves user evaluation because 
people assign effectance motivation 
to anthropomorphic objects and be-
lieve that anthropomorphic products 
should function better.15 Research 
shows that when computers or even 
slot machines are anthropomorphized 
in appearance, people assume the ma-
chines have effectance motivation that 
is partial to humans and subsequently 
expect them to function better.15,23 
People likely find anthropomorphic 
robots more competent compared to 
robots that do not resemble humans. 
However, when people see robots as 
a threat, anthropomorphism might 
make robots appear more foreboding 
and subsequently exacerbate HRI.

Sociability. Anthropomorphic de-
sign might improve the perceived 
sociability of the robot. Research 
suggests that people tend to treat an-
thropomorphized objects as if they 
are human acquaintances and initi-
ate social interactions with them.19 
People tend to apply the same social 
norms when they interact with anthro-
pomorphic objects.40 In this aspect, 
SoftBank’s humanoid NAO is deployed 
in hospitals to help children with ASD 
learn social skills, and the results are 
promising.13 Children who interacted 
with humanoids picked up social cues 
effectively and applied them when they 
interacted with peers.13

Furthermore, people prefer an-
thropomorphic robots more when 
they are lonely,37 indicating such ro-
bots can better address people’s so-
cial needs.37 In fact, spending time 
with anthropomorphic objects was 
shown to lower the sense of loneli-
ness.30 Neurophysiological measures 
suggest the segment of the brain that 
guides compassion becomes more 
active not only around other humans 
but also around anthropomorphic 
robots.19 These findings provide im-
portant insights into HRI because an-
thropomorphic design might improve 
people’s motivation to interact with 
the robot, learn about the robot, and 
more willingly overcome the barrier 
to interacting with the robot.

Response. Another reason why 
some people dislike anthropomor-
phic robots is they find it difficult to 
‘trust’ robots.39 The confounding fac-
tor behind this trust issue is effectance 
motivation.15,39 People prefer humans 

investigate conditions that moderate 
the effect of robot anthropomorphism 
on HRI. The Anthropomorphic roBot 
(ABOT) database—a collection of real-
world anthropomorphic robots cre-
ated for research or commercial pur-
poses—can be a great resource for not 
only appearance but also the robot’s 
name and locomotion can influence 
the degree of robot-human features.32 
ABOT classifies robots based on the 
degree of anthropomorphism of vary-
ing types. Future research can utilize 
this database for stimuli with specified 
types and salience of robot anthropo-
morphism to study their effect on HRI.

Previous research suggests that hu-
mans inadvertently utilize the heuris-
tics from human-human interactions to 
make HRI judgments.9 People develop 
varied expectations and beliefs about a 
robot depending on its voice and/or fa-
cial schema. People expect congruence 
in a robot’s appearance and other char-
acteristics such as voice.28

Also, people might have varied 
expectations of how robots should 
behave depending on the situation. 
People might expect emotional expres-
sions from a robot in a restaurant but 
not quite in a computer repair shop. 
Thus, the effect of robot anthropo-
morphism on HRI should be subject 
to the situational context. Congruence 
in user expectation and robot anthro-

Figure 3. User reaction to different dimensions of robot anthropomorphism including 
robots’ emotional expression, functionality, facial schema, and uncanny valley salience.
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phic robots.40 Interacting with human-
oids is still new to most people, and 
subsequently, incongruence in robot 
behavior and people’s expectations 
can trigger an adverse reaction. For ex-
ample, a robot’s emotional expressions 
in a high-contact service situation such 
as an upscale restaurant are expected 
and tolerated,36 while such expressions 
in a low-contact service situation, such 
as in a grocery store, might come off as 
odd and eerie.27

User expectation. Some people can 
be averse to robots because they are 
inherently more adverse to change and 
new things.35 People who are referred 
to as laggards according to innovation 
diffusion theory are intrinsically un-
favorable of change.35 Subsequently, 
these people might experience a stron-
ger uncanny valley effect when inter-
acting with humanoids.24

Additionally, previous research sug-
gests that people might have varying 
cultural expectations of robots. Japa-
nese people are more open to the idea 
of robots performing interactive tasks 
such as giving a massage while Euro-
peans expect robots to perform assis-
tive tasks such as snow lowing.17 To 
prevent biased results, future research 
should survey the degree of robotic 
acceptance and robotic expectations 
before evaluating human responses 
toward anthropomorphic robots.

Uncanny valley was first theorized 
by robotics professor Masahiro Mori 
in the 1970s, where he and his team 
at the Tokyo Institute of Technology 
observed an abrupt shift in human 
attitudes toward robots as anthropo-
morphism efforts increased.29 People 
behaved favorable toward anthropo-
morphic robots at the outset, but as 
more human-like features were added, 
the response shifted from excitement 
to revulsion.29 Indeed, such robots 
were viewed as a threat to humanity.

The uncanny valley theory has 
been supported empirically, however, 
people might experience varied de-
grees of ‘uncanniness’ depending on 
the situational context and the inher-
ent personality. The same emotional 
expression of a robot can make some 
people more willing to interact with 
the robot or exacerbate the sense of 
uncanniness about interacting.23,40 It 
is interesting to note that age is a sub-
stantial moderating factor for a sense 

pomorphism can vary by types such as 
facial schema, voice, verbal/nonverbal 
communication, and user expectation 
based on robot characteristics and sit-
uations (as illustrated in Figure 3).

Facial schema. Research also sug-
gests a robot’s facial schema can influ-
ence user engagement.8 A cute-looking 
facial schema, such as a baby face, can 
make people more attached to the prod-
uct and tolerant of product failures.8 
The baby-face schema indicates a set of 
infantile facial traits that normally elic-
it positive attitudes and caretaking be-
havior.4 Since anthropomorphic robots 
can activate heuristics and motivations 
partial to human-human interactions, 
a baby-like robot might encourage 
people to view the robot more positively 
and be tolerant of its errors.

Conversely, there can be poten-
tial downsides to using the baby-face 
schema on a robot. One heuristic 
knowledge associated with babies is 
they are incompetent. People might 
think that robots are incompetent if 
they look like a baby.25 Thus, a robot’s 
facial schema can have varied impacts 
on HRI depending on the context. Ro-
bot’s facial schema might influence 
HRI positively if it is congruent with 
the purpose of the robot. For exam-
ple, the baby schema facial trait of a 
caretaking robot might improve HRI, 
while it can be a negative factor for a 
sanitization robot.

Emotional expression. People are 
more emotionally engaged with a robot 
if it is anthropomorphic.6 Moreover, 
people also expect anthropomorphic 
robots to be more emotionally expres-
sive, alive, and sociable compared to 
relatively less anthropomorphic ro-
bots.10 Emotional expressions of a ro-
bot might be seen as a positive trait 
that can improve HRI.

However, findings on the effect of 
robots’ emotional expressions on HRI 
are rather mixed. Emotional expres-
sions of a robot might make people feel 
uncomfortable about interacting with 
it.27 The congruence between user ex-
pectations and the robot’s emotional 
expressions can be a factor that can 
explain, consciously or unconsciously, 
how underlying beliefs are influenced.3 
Many of the heuristics and expecta-
tions people develop in human-to-
human interactions can inadvertently 
affect how they evaluate anthropomor-

Neurophysiological 
measures suggest 
the segment of 
the brain that 
guides compassion 
becomes more 
active not only 
around other 
humans but 
also around 
anthropomorphic 
robots. 
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cognitive and motivational responses. 
Conversely, robot anthropomorphism 
might trigger a sense of uncanni-
ness. To address this duality in previ-
ous findings, future research might 
further investigate factors that might 
moderate the effect of robot anthropo-
morphism on HRI. 
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of uncanniness from interacting with 
humanoids.35 Children older than 
nine, as the adults did, evaluated the 
anthropomorphic robot to be creep-
ier than the machine-like robot, but 
children younger than nine did not.5 
Furthermore, a recent study discovers 
empirical evidence that supports the 
existence of an additional uncanny 
valley,22 which suggests the psycholog-
ical mechanism of why people feel un-
canny about anthropomorphic robots 
is complex. Since the uncanny valley 
effect is not observed among children 
younger than nine, there must be con-
founding factors that cause people 
to feel strange about humanoids. In-
sights into potential mediating fac-
tors can help us better understand the 
uncanny valley effect.

Moral agency. Humanoids are 
not moral agents. They are objects 
and human moral values do not ap-
ply to them.38 However, people tend 
to assign human characteristics to 
anthropomorphic objects, and sub-
sequently, humanoids are likely to be 
seen as moral agents.40 More anthro-
pomorphism invokes stronger empa-
thy toward objects.18 Humanoids that 
almost feel like humans should elicit 
a comparable level of empathy people 
have for fellow humans. Uncanny val-
ley research shows that people’s at-
titudes shift again to the positive end 
once the robot is anthropomorphic al-
most comparable to humans.36

Because people see highly anthro-
pomorphic robots as moral agents and 
feel empathy toward these machines, 
the use of humanoids can also be a 
moderating factor for people’s evalu-
ation. For example, humanoids that 
work in a profession that risks life and 
limb for the public good, such as a 
counterterrorism unit and a firefight-
er, should be viewed positively while 
humanoids in professions that are not 
considered dignified, such as sex ro-
bots, might be seen negatively. In addi-
tion, there is no agreement on whether 
people are ready to have humanoids 
that elicit such a level of empathy.27

Conclusion
This article discussed the effect of ro-
bot anthropomorphism on HRI and 
potential moderators that might alter 
the effect. Robot anthropomorphism 
can improve HRI in terms of people’s 
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