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Data science projects represent a greater challenge than software engineering for organizations pursuing their
adoption. The diverse stakeholders involved emphasize the need for a collaborative culture in organizations.
This article aims to offer joint insights into the role of MLOps and AIOps methodologies for raising the success
of data science projects in various fields, ranging from pure research to more traditional industries. We analyze
the open issues, opportunities, and future trends organizations face when implementing MLOps and AIOps.
Then, the frameworks and architectures that promote these paradigms are presented, as are the different fields
in which they are being utilized. This systematic review was conducted using an automated procedure that
identified 44,903 records, which were filtered down to 93 studies. These articles are meant to better clarify
the problem at hand and highlight the future areas in both research and industry in which MLOPs and AIOps
are thriving. Our findings indicate that AIOps flourish in challenging circumstances like those presented by
5G and 6G technologies, whereas MLOps is more prevalent in traditional industrial environments. The use
of AIOps in certain stages of the ML lifecycle, such as deployment, remains underrepresented in scientific
literature.
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1 INTRODUCTION

Nowadays, artificial intelligence (AI) is increasingly commonplace, and disruptive AI solutions
and developments are rapidly infiltrating comprehensively into multiple fields of human activities
and domains. Beyond expectations, AI service development requires skilled professionals, quality
labeled data, and rigorous development processes. In this context, it becomes necessary to
highlight two crucial phases in the generation of AI-based solutions: the (i) development of
the AI solution as a software project, and the (ii) accurate planning of the implementation and
continuous deployment costs. Furthermore, AI models in production environments are a small
part of a much larger ecosystem, the deployment and commissioning of AI models from a pure
software perspective must be considered, and it is as important as the model itself. In addition,
many experts share the vision that the development of AI-based solutions is equal to that of a pure
software project. However, this is far from accurate since the development and operationalization
of AI-based solutions have their own lifecycle, requirements, and particularities.

In the fields of software development and operations, good practices and methodologies have
existed for a long time. The best known being the DevOps philosophy [38], an acronym formed by
the words development and operations, which aspires to narrow the gap between these areas of
expertise. Its goal is to accelerate the software development lifecycle while providing high-quality
continuously delivered software components. This mature and widely adopted methodology en-
compasses and transcends agile software development and there exist multiple technological solu-
tions implementing it. However, due to the rise of new technological paradigms such as Big Data,
AI and 5G, DevOps methodologies need to be adapted to these new lifecycles and processes which
expand beyond pure software solutions.

This gap materializes in one of the biggest challenges in AI practices today: the operationaliza-
tion of AI solutions. Many organizations are desperate to figure out how to convert the insights
discovered by data scientists into tangible value for their businesses, which has proven to be
a cumbersome endeavor. It requires unifying multiple processes across diverse teams, starting
with defining business goals and continuing all the way through data acquisition, and model
development and deployment. This unification is achieved through a set of best practices for
communication and collaboration between the data engineers who obtain the data, the data
scientists who prepare the data and develop the model, and the operations professionals who
serve the models. It is in this intersection where MLOps was conceived, aspiring to streamline the
process of AI operationalization, whereas AIOps is a viable solution to the upsurge of growing IT
infrastructures and data. Both are the main exponents of an explosion of Ops variants related to
AI, as they can be LAOps [83] or RLOps [72]. Therefore, we focus this survey on these two, instead
of extending it to other methodologies that have not yet proved to be of interest to organizations.

The objective of this systematic literature review (SLR) is precisely to analyze the challenges
and opportunities of these methodologies, in order to promote their benefits and adoption in both
industry and academia. The expected result of this work is that those who read it can advance
in their different domains and areas of expertise, due to being clearer about the main concepts of
MLOps standardization, and the possibilities of providing intelligence and automation to their pro-
cesses through AIOps. Finally, the various frameworks and domains in which MLOps and AIOps
are thriving are shown in detail.

1.1 Comparison between MLOps and AIOps

Due to the fact that both disciplines are relatively young and their definitions differ depending
on the source, it is challenging to establish a comparison between them. Furthermore, in spite of
their substantial differences, there are some overlaps in the teams, skills, and challenges required
to successfully implement them. First, MLOps is a well-established term in industry, although
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Table 1. Comparison Framework between the MLOps and AIOps Paradigms

MLOps AIOps

Inception 2020 2019
Concept Machine Learning Operations. AI for IT Operations.
Goal Creating stable products from ML

prototypes.
Cope with the growing complexities posed
by modern IT systems, reduce human
intervention.

Enablers CI/CD, orchestration,
reproducibility, collaboration,
continuous monitoring.

Big Data, cloud computing, observability.

Focus Multidisciplinary. Information Technology.
Use Cases Failure prediction, autonomous

vehicles, defect detection, electricity.
Spikes in demand, maximize uptime,
optimize environments, improve efficiency.

it was first mentioned in scientific literature in 2020, a contemporary definition is provided by
the authors of [69], in which the authors argue that MLOps leverage machine learning, DevOps,
and data engineering, with the goal of productionizing machine learning systems by facilitating
the creation of machine learning products. It stands on principles such as CI/CD, collaboration,
orchestration, reproducibility (data, model, and code versioning), and continuous monitoring.
The use cases in which the MLOps paradigms are applied vary greatly, from failure prediction,
self-driving vehicles, and defect detection [63] to the electricity market [106]. On the other hand,
the first mention of AIOps in the scientific literature dates back to 2019. The authors in [99]
argue there is no generally accepted definition of AIOps in the scientific literature and highlight
the importance of artificial intelligence to create self-learning and self-healing applications and
infrastructure in the field of IT. Furthermore, AIOps is regarded as the only viable solution to deal
with the expanding IT infrastructure, according to the findings of [25]. In this regard, observability
is crucial for the adoption of AI-based solutions, and is being conducted in various areas, including
distributed cloud applications [114]. Due to the scarcity of manuscripts on AIOps in the scientific
literature, we have explored the gray literature and how the major providers in the market
approach AIOps to gain a better understanding of the evolution of this paradigm. IBM provides
various AIOps solutions for the following case studies: scaling performance and sustainability,
optimizing IT environments, maximizing uptime, and managing spikes in demand [55]. For AWS,
the goal of AIOps is to reduce human intervention in Information Technology (IT) operations
processes. Microsoft claims that AIOps helps achieve high quality and efficiency with less human
intervention [79]. In this study by Forrester, commissioned by Google [27], they elaborate that
AIOps is key to solving cloud operation challenges and improving efficiency and productivity.

On the basis on these findings, a comparative framework between MLOps and AIOps is proposed
in Table 1, which aims to serve as the stepping stone for the reader to dive into this survey. It is
noteworthy to mention that while the first appearance of these two terms in scientific literature is
very recent, earlier research has examined the challenges posed by them.

1.2 Objectives

This SLR is framed in the fields of MLOps and AIOps. The motivation for doing this SLR are: to
determine the causes that are preventing these fields from having a more widespread adoption in
industry and academia, to understand how to overcome these issues by revealing the opportunities
that are currently arising for MLOps and AIOps, to discover the architectures and frameworks that
may aid to embrace these methodologies, and to have a clear picture of which are the current and
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Table 2. Research Questions and their Motivations

Question Motivation

Q1 What are the open issues, challenges and
particularities in MLOps and AIOps?

To have a clear view of the inherent
difficulties of embracing MLOps and AIOps,
so adopters can prepare accordingly.

Q2 What are the opportunities and future
trends in MLOps?

To understand which are the areas that may
be interesting to explore in the field of
MLOps.

Q3 What are the opportunities and future
trends in AIOps?

To understand which are the areas that may
be interesting to explore in the field of
AIOps.

Q4 What frameworks and architectures
facilitate MLOps and AIOps?

To have a better understanding of how
industry and academia are utilizing MLOps
and AIOps from a practical standpoint.

Q5 What are the current and future fields in
which MLOps and AIOps are thriving?

To determine the areas in which MLOps and
AIOps are being applied and considered.

future areas in which these methodologies are being applied. Due to this, in Table 2 we have
elaborated a set of research questions and their purpose.

The rest of this paper is structured as follows: Section 2 covers the methodology utilized in this
systematic literature review, diving into the details about how the manuscripts have been retrieved
and selected. An overview of the selected studies can be found in Section 3. In Section 4 the studies
that have been included in the review are used to offer insights into the selected research questions
displayed in Table 2. Finally, the conclusions of this research are summarized in Section 6.

2 METHODS

In [65] the authors summarize the required phases for performing an SLR, which we have taken
as a reference in this manuscript. The research questions are specified, and a review protocol is
developed during the planning phase. Next, the primary studies that are to be included in the
review and a quality assessment on them is performed during the conducting phase. Finally, the
formatting of the main report takes place in the reporting phase.

2.1 Article Retrieval

Automatic retrieval of manuscripts provides a more comprehensive, less error-prone, and unbi-
ased search. To do this, we have considered and tested various repositories, such as arXiv [112],
Springer [105], and IEEE [57]. However, not all the necessary features were available, and others,
such as MDPI and ACM do not expose their databases through dedicated services. This is when
initiatives like Crossref [28] come in handy because they provide a unified point of access for the
published manuscripts of the various editorials; hence, only a single client is necessary for perform-
ing the automated search, which streamlines the development process. On the downside, not all the
editorials deposit all the metadata for their manuscripts; vital information used in this SLR, such
as the paper abstract, is not always available. Finally, Elsevier [19] through its renowned Scopus
service, provides metadata search for a wide variety of editorials; abstract information is available;
and its API is feature rich. For this reason, we have developed a client service that interacts with
the Scopus API to gather all the manuscript metadata that has been used in the selection process.
The source code for this client, along with the documentation for its use, is publicly available on
GitHub [34].
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Fig. 1. Search queries utilized to identify the manuscripts that are included in the SLR.

Fig. 2. Search string utilized to identify high-quality studies on AIOps.

2.2 Search Terms

The search process has been the result of the combination of concepts in the different columns
defined in Figure 1. Each of them has been selected by the authors based on their expertise in
the field. The blue column stands for the main topic and situates the search in the right field. The
purpose of the red column is to narrow the search towards actions addressing MLOps, depicted in
a darker shade of red, or AIOps, depicted in a lighter shade of red. Additionally, some actions perti-
nent to both fields contain both colors. Finally, the green column is the dimension, and it serves the
purpose of providing a better alignment of the search string with the research questions outlined
above. Following this method, t300 search queries are constructed, and we utilize the search
capabilities provided by Scopus to find articles that contain all three terms of the search query
in the title, abstract, or keywords. The search has been narrowed to articles published between
2018 and 2023. One of the benefits of performing an automated search of scientific databases is
that the searched space is considerably wider than that of a manual approach. For this reason, the
three separate groups that cover topic, action, and dimension make up for 600 different search
strings.

While the search procedure described above reveals a vast array of studies, works about AIOps
are significantly underrepresented in the scientific literature in comparison to MLOps. Due to
this, yet another query specifically tailored to discover those studies addressing AIOps has been
applied. The authors chose the search terms for this procedure using both their professional
knowledge and relevant scientific literature [25, 84]. Figure 2 depicts the search string utilized to
discover high-quality studies in the field of AIOps.
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Table 3. Study Selection Criteria

Inclusion Criteria

I1 Published between 2018 and 2023.
I2 Identified by the search queries.
I3 Articles presenting new interesting ideas.
I4 Manuscripts closely aligned with the topic.

Exclusion Criteria

E1 Publication not in English.
E2 Retracted publications.
E3 Publisher not aligned with the study.
E4 Publications behind a paywall that cannot be retrieved.
E5 Articles with insufficient citations.

2.3 Selection Criteria

Table 3 summarizes the inclusion and exclusion criteria that has been applied in this systematic
review to narrow down the number of articles and analyze the most relevant ones for the topic
in hand. Considering that both MLOps and AIOps are recent concepts, and the upsurge of new
paradigms such as cloud or edge, which introduce new concepts in the field of AI operationaliza-
tion, only studies from 2018 onward have been considered.

Therefore, the list of articles included must have been identified in the automatic search and
hold interesting or groundbreaking ideas aligned with the topic of the review. On the other hand,
articles not written in English and retracted publications are not included. In addition, studies
being released by publishers clearly not aligned with the main topic are excluded. We have made
every effort to obtain the articles with the subscriptions available by the authors. However, any
article behind a paywall or unavailable becomes excluded as well. Finally, an automated minimum
threshold based on the number of citations is applied to the articles. Manuscripts from 2022 onward
are not filtered as we understand this would leave out interesting research that has not yet reached
a wider audience; articles from 2021 must be cited at least once, two cites for articles from 2020,
three for 2019, and four for 2018. This filter promotes the inclusion of newer ideas and preserves
the freshness of this systematic review.

2.4 Quality Metrics

One of the defining features of a systematic review is to give an appraisal of the quality of the
studies included [6]. To this end, in Table 4 we have listed a set of quality metrics to measure
the included manuscripts and rank them. These metrics have been gathered from various sources,
such as PRISMA [91, 92], other literature reviews [9, 113], and our expertise on the field.

After evaluating these metrics upon the included articles, each of them ends up with a total
score between 0 and 10. We classify them as deficient (0-2), sufficient (3-4), good (5-6), very
good (7-8), and excellent (9-10). Please note that the mark does not directly relate to the quality
of the article, instead it provides an approximation of its alignment with the goals of this
SLR.

3 RESULTS

This section is devoted to supplying an overview of the selected studies. In Section 3.1 the method-
ology for the retrieval and selection of the manuscripts included in this SLR is offered. Next, the risk
of bias and validity threats are explained in Section 3.2. Finally, Section 3.3 discusses a high-level
overview of the selected studies.
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Table 4. Quality Metrics for Evaluating the Articles

Quality Metrics Value Weight

M1 It provides a comprehensive state of the art aligned with this SLR, and
identifies the knowledge gaps to justify the reason of the study.

0/1 1

M2 The research is validated against at least one use case aligned with the
objectives of this SLR.

0/1 2

M3 The number of research questions that are tightly coupled with the
manuscript.

[0..5] 2

M4 The manuscript has been published under an open license. 0/1 1
M5 Publication type (Other / Journal). 0/1 1
M6 The manuscript has been published in a journal in the first JIF quartile. 0/1 1
M7 Citation count. [0..3] 2

3.1 Study Selection

The PRISMA statement [91, 92] emphasizes the need to describe the results of the search and
selection process potentially by using a flow diagram. In [50], the authors highlight again the im-
portance of such a diagram in systematic reviews to facilitate for the reader a rapid understanding
of the core procedures utilized. In addition, they also provide an application which we have used
to generate the diagram in Figure 3. Two phases have been conducted to obtain the final number
of articles included in this systematic review: an identification phase, and a screening phase, after
which the remaining studies are selected for further analysis.

As mentioned in the previous section, the search process, retrieval, and storage of the meta-
data associated with the studies has been made programmatically. Due to this, a daunting total of
44,903 articles have been identified by the search queries detailed in Table 1. It is worth noting that
duplicated records were already filtered during the retrieval process, hence they are not included
in this number. Then, a series of filters have been applied before the screening phase. There are
453 records for which no title has been obtained, 9 retracted articles, and 36 erratum articles. The
publisher not aligned with the field of the study has resulted in 12,863 manuscripts being excluded.
1,057 full conference proceedings are excluded as we understand the meaningful articles should
have been already identified in this research. Finally, we have applied an automated filter to priori-
tize recent articles over older ones based on the citation count. This results in 23,508 being handed
over to the screening phase, in which the inclusion and exclusion criteria detailed in Table 3 is to
be applied. This results in 21,940 studies being excluded due to their title, and 1,111 due to their
abstract. Up to this point, the analysis has been performed purely on the metadata being retrieved
from Scopus by the automated search client. The remaining 452 papers have been downloaded for
deeper analysis; after screening all the papers the authors selected 93 articles for further analysis
in this systematic review.

Table 5 showcases the various stages executed during the selection process to obtain the
included studies. During stage 1, we have solely used Scopus which takes away the nuances
between the different databases and their APIs (e.g., some databases do not provide the possibility
of performing complex queries, others do not offer an API, some establish a threshold on the
maximum queries). We deem this appropriate as Scopus integrates a large database of the most
relevant publishers in the field of this SLR. Stage 2 has been performed entirely by directly
applying the filters on the database itself. Stages 3 and 4 have been executed by the authors
by showing merely the information required for that particular stage (i.e., the title in stage 3,
and the abstract in stage 4). Finally, a full reading of the article has been done in the final stage,
which results in the studies finally included as part of this review. These researches are then fully
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Fig. 3. Flow chart showing study selection.

Table 5. The Manuscripts Filtered at the Various Stages Broken Down by Editorial

Stage Process Selection Criteria ACM
Else

vi
er

Sp
rin

ge
r

IE
EE

M
DPI

Oth
er

s

Tota
l

1 Identification Search terms 1,612 6,666 5,729 11,959 3,463 15,474 44,903

2 Identification Filtering 1,064 6,121 3,961 8,316 3,098 963 23,543

3 Screening Title 115 344 287 618 158 52 1,574

4 Screening Abstract 42 85 87 192 37 19 462

5 Screening Full paper 10 9 10 50 7 7 93

read and ranked against the metrics defined in Table 4, the result of this work is showcased in
Table 9.

During the final screening phase, there are various manuscripts that even though they appear
to comply with the criteria in Table 3 they were finally not included in this SLR. In [127] the
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Fig. 4. Geographical distribution of the selected studies.

authors provide a survey on ML testing, and outline research trends and challenges in the field. A
DNN tuning framework on mobile frameworks is presented in [122]. In [26] the authors propose
a framework to provide forecasting both at the edge and cloud layers. Future directions at the
intersection of machine learning and operations management are highlighted in [13]. Even though
we found these manuscripts fascinating they were not included as part of this SLR due to the im-
possibility to fit their findings within the research questions described in Table 2. However, we cite
them because we reckon they mention insightful ideas and may be suited for similar researches.

3.2 Risk of Bias

The fact that the initial search process has been performed programmatically diminishes the risk
of the researcher bias in the selection of the studies. Even though we acknowledge the chance of
relevant manuscripts not being identified by the automated process, the sheer number of studies
identified by the wide search queries outlined in Figure 1 constitute sufficient research material
for this SLR. In addition, the reason for not having included non-academic sources such as gray
literature into this study is that this research does not suffer from low volume nor quality of ev-
idence [41]. Finally, the selected subset of studies has been qualitatively analyzed following the
criteria in Table 4, for which we have positively valued quantitative statements. Furthermore, sev-
eral rounds have been performed by the authors of this study during the various stages to minimize
personal preferences and biases.

3.3 Overview

In terms of geographical distribution, a significant number of the selected papers have been
published in Europe (≈ 51 %) as shown in Figure 4, followed by North America (≈ 23 %) and Asia
(≈ 20 %). Only three papers out of the 93 have been finally selected in Oceania. Unfortunately,
no manuscript from South America nor Africa has reached the final stage of selected papers.
We reckon that a plausible explanation for this distribution is that considering that all the
authors of this systematic review reside in Europe, the search queries defined in Figure 1 have
a closer alignment with the research promoted in this continent. Next, MLOps, AIOps, and AI
operationalization are in fact hot topics in North America, Europe, and Asia.

With regards to the nature of the selected manuscripts, the majority of them are conference
papers (≈57%), followed by journal articles (≈41%). This distribution is pertinent to this research
since one of the quality metrics defined in Table 4 is in fact the publication type, for which we
favor research published in journals as they tend to be longer pieces of work with more insightful
results.
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Fig. 5. Cumulative number of manuscripts by year and publisher.

The data presented in Figure 5 is broken down by year and includes two pieces of information:
the (i) number of manuscripts included in this research aggregated by publisher represented in
the left-hand vertical axis, and the (ii) total records initially identified showcased in the right-hand
vertical axis. The former shows an increasing trend in the interest in the topics discussed as part
of this research in recent years, with a steady upwards slope between 2018 and 2020, and a milder
slope between 2020 and 2022. The latter offers a higher granularity on the number of articles
published by the different editorials over the years.

Finally, in Table 9 there are five manuscripts that stand out from the rest after evaluating
the quality metrics defined in Table 4. The authors in [29, 59] circumscribe their work to AI
operationalization in 5G and 6G environments, respectively. Similarly, the deployment of ML
solutions for network traffic classification is described in [90]. In [18, 118] the authors introduce
their frameworks for the deployment and redeployment of smart algorithms in production
systems.

4 DISCUSSION

This section thoroughly examines the studies included in this review and classifies their insights
against the research questions described in Table 2. The open issues and challenges of MLOps and
AIOps are discussed in Section 4.1. Next, the opportunities and future trends of MLOps and AIOps
are outlined in Section 4.2, and Section 4.3, respectively. In Section 4.4, different frameworks and
architectures for both paradigms can be found. Finally, in Section 4.5 the fields in which MLOps
and AIOps thrive are described.

4.1 What are the Open Issues, Challenges, and Particularities in MLOps and AIOps?

(RQ1)

Due to the relative youth of these two paradigms, scientific literature concerning their issues and
challenges exhibits many similarities. For this reason, this section provides insights from a joint
perspective. The implementation of MLOps and AIOps based projects in production environments
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is cumbersome, and a combination of cross-domain skills and a collaborative culture is necessary
to accomplish such an endeavor [21, 104]. One of the main problems is that data scientists are
unfamiliar with the unique requirements and characteristics of some environments [17] and
the level of understanding they must acquire in order to build a solution that includes business
value, data, system, and process integration considerations [30], and infrastructure [77]. Unlike
in research, industry requires a balance between accuracy and processing, and systems tend
to be more complex [81]. Next, software developers struggle to acquire ML skills due to its
interdisciplinary nature [2] and their lack of ability in feature engineering, parameter tuning,
and model selection; combined with the myriad ML libraries and frameworks [14]. Finally, the
complexity of ML workflows forces operations engineers to have a high degree of application and
platform expertise to size, provision, and operate the required resources [22, 45]. In summary, this
complexity is stemmed by the difficulty to find within teams the large variety of skills required
to operationalize data science projects [5, 74], and the different backgrounds and knowledge of
the involved stakeholders [7, 64, 99, 129]; hence, the high value of having a strong background in
both software engineering and data science [49] for the project to succeed.

4.1.1 Computer Engineering. On the software side, a more streamlined and systematic
approach to AI application development and lifecycle management is needed [54], and the inter-
action between software engineering and ML workflow activities needs to be better reported [75].
However, data scientists are not necessarily computer engineers by training [109], which
threatens the maintenance and evolution of AI solutions. In fact, they often fail to understand the
different frameworks utilized during the development process [47] and the unique requirements
and characteristics of certain environments [17]. In this regard, experienced IT professionals
still question the efficiency of ML-based solutions [99], partly due to the lack of explainability
of such systems [1]. In addition, the patterns and practices used in software engineering do not
fit those required in data science [30] and introduce the challenges of data availability, concept
and data drift [60], and scalability [102], leading to failures and reduced model accuracy in ML
deployments [93]. For instance, the complexity of AI designs represents a bigger challenge [39],
such as in terms of modularization [5], than traditional software components and requires a work-
ing understanding of ML principles and proficient technical expertise [43]. In addition, common
frameworks utilized in software engineering, such as source code versioning tools, fail short when
being used in data science projects due to their close relationship with the associated data [74]. For
instance, in spite of the popularity of GitHub as a hosting platform, there is a lack of open-source
ML-enabled projects leveraging GitHub Actions [20]. In addition, version control management,
metainformation definition, and data and model governance need to be addressed [126].

4.1.2 Data Management. The importance of data management cannot be undermined in both
methodologies. Aspects such as data quality [77, 99], data access [15, 49, 77], data preparation and
labeling [2, 74, 121], data validation and cleaning [97], limited availability of datasets [1], or having
to integrate the data from different sources [76, 129]; are often overlooked and may consume a
large part of the project’s time and budget [49, 74] and may require the involvement of experts
in the field [121]. In addition, not only is there a tight dependency between the developed models
and the associated data [94], but also the data discovery, management, and versioning are more
complex in ML-based scenarios [5, 74]. The Big Data paradigm [4, 14, 30, 40, 62] adds yet another
layer of complexity to data management in ML projects: aspects such as task distribution and
data movement [62], or batch processing [14], become even more relevant in these scenarios. In
addition, the underlying complexity of ML and Big Data workflows resorts to time-consuming,
convoluted coding [4]. Due to this, the joint work of industry and academia is beneficial in these
endeavors [30].
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4.1.3 Orchestrating the ML Lifecycle. An efficient distribution, parallelization, and orchestra-
tion of the data and tasks of an ML solution are of paramount importance for the success of any
project [62, 87]. In this regard, innovative technologies for the execution of distributed tasks, such
as serverless, promote the use of multistage machine learning solutions by guaranteeing optimal re-
sponse and running time [8]. On the other hand, opting for a distributed deployment requires deal-
ing with the traffic overhead, bandwidth, and latency delays of the deployed services [123], as well
as the scalability of the computation resources associated with the deployment [16, 90]. These pros
and cons are particularly relevant when utilizing different computational layers for the deployment
of data science projects. For instance, metaheuristic techniques can be used in cloud computing de-
ployments to maximize the degree of isolation and resource sharing among the components [88].
In addition, cloud deployments can be extended to the edge of the network, but the communica-
tions (e.g., bandwidth, latency, connectivity) [39, 52, 119, 123, 125], scarce computing resources [40,
47, 52, 71, 111, 123], storage space [111], memory [40, 47, 78, 123], security [42], privacy [42, 125],
and energy consumption [47, 52, 78, 78, 87, 119, 125] where GPU dependent applications tend to be
particularly energy-hungry [39]; need to be thoroughly scrutinized in order to achieve the best per-
formance. The use of edge computing and IoT [66] technologies keeps rising, but represents a chal-
lenge due to the restrained resources found in this computational layer, hence they need to be used
efficiently [52]. In addition, protecting the intellectual property and integrity of the deployed mod-
els is complex due to the distributed nature of edge devices. The aforementioned drawbacks lead
to data often having to be transferred over to more resourceful infrastructural devices [52]. In addi-
tion, edge nodes often operate in unreliable environments [70] and need to undergo cumbersome
manual optimizations [18]. Containerized technologies are often utilized for delivering the ML so-
lution, but more emphasis is required on dependency and filesystem management [89]. In general,
the lifecycle of data science projects must leverage the following aspects: (i) ML workflows often
operate in unreliable, harsh, and constrained environments [70, 87, 117, 120], and (ii) the trade-off
between the benefits of using high computational resources and more humble architectures [118].

4.1.4 Hardware and Architectures. Another key aspect to consider in MLOps and AIOps is
the infrastructural devices available during the various stages of the ML lifecycle, where an
appropriate configuration of the hardware represents a challenge in DNN solutions [18, 107].
The large heterogeneity of the hardware platforms [14], their diverse characteristics [115], and
restrictions [120] such as limited performance or memory [40], makes hardware configuration an
important task to consider in every data science project. On the other hand, the use of technical
software [16], incompatibilities between ML libraries [124], and the different architectures and re-
sources imposed by the models [116]; pose yet another threat to the materialization of the project.
In addition, yet another challenge is the differences in architecture designs and implementation of
the various framework found in the development and deployment of the data science solution [47].
The security and reliability of the ML workflow needs to be assessed from a data perspective [81],
and from the degree of isolation of the different components forming it [88]. In the past, com-
putational power has slowed down the development of Large Language Models (LLMs) and
conversational agents, whereas now the challenges are more related to the trustworthiness of the
results [101].

4.1.5 Monitoring. The different components that comprise data science projects require
continuous monitoring in order to detect deviations during their runtime [53, 74]; hence, the
use of dedicated tools is mandatory [56, 81]. The static nature of trained ML models severely
affects dynamically changing environments [98]. Due to this, ML models must be responsive to
changes such as component wear and aging [94], and data biases [81] which can result in models
becoming outdated due to concept drift [96]. However, the definition of performance metrics
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Fig. 6. A summary of the challenges associated with the adoption of MLOps and AIOps methodologies
classified by category.

to monitor the deployment is problem-specific [49], and some authors propose a method for
inferring application KPI degradation, without having to wade into application-specific metrics,
for application engineers to rely on [45]. The recent upsurge of LLMs raises several concerns.
In terms of fairness, AI applications at various stages of development may be biased by using
training data in dubious ways. Mental health risks are associated with human participation in the
MLOps cycle, which has implications for transparency, and the use of frameworks for developing
reliable generative AI applications is crucial for explainability [51].

To top it all off, data science endeavors very often suffer from unrealistic expectations [77], and
business, architectural, process, and organizational challenges are to be expected while adopting
ML-based solutions in traditional industries [37], which in conjunction with the aforementioned
challenges results in a degraded productivity of the stakeholders due to the interdisciplinary nature
of the projects and management complexity [22]. The summary of the main areas of interest related
to this research question is depicted in Figure 6.

Implementing MLOps and AIOps is cumbersome and requires a combination of cross-
functional skills and a collaborative culture within the organization. To be successful, projects
require a combination of software engineering, data science, and operations expertise that
is difficult to find. The importance of proper data management is paramount in data science
projects, which is only exacerbated in big data ecosystems. Tools and frameworks for efficient
distribution, parallelization, and orchestration of data and tasks are necessary due to the dif-
ferent computing tiers (i.e., cloud, edge) in which these projects operate, but also present
multiple challenges (e.g., scarce computing resources, security, privacy). In addition, these
environments often consist of heterogeneous infrastructure devices with different character-
istics and requirements. Next, monitoring the production environment promotes the respon-
siveness of such models to the various drifts. The scientific literature on this topic is in a
state of ongoing development, and more extensive research will be required in the future to
identify distinct challenges for both methodologies.

4.2 What are the Opportunities and Future Trends in MLOps? (RQ2)

This subsection provides an analysis and categorization of the various studies that address the
potential applications and emerging trends of MLOps studies. Figure 7 depicts the primary areas
on which academic studies are focused. The cloud continuum and edge computing, followed by
harnessing the AI lifecycle, are the main opportunities identified by researchers.
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Fig. 7. The principal areas where opportunities and future trends for MLOps are trending.

4.2.1 Industry. There is a need for accurately measuring the business impact of AI solutions
on businesses [37]. Data science projects require the involvement of different business layers to
succeed, and leadership, executives, and stakeholders need to be on board with the MLOps strat-
egy [21]. In this regard, education and training are required for ML activities [5, 21]. The use of
ML algorithms has shown enormous potential for complex critical systems and processes [4, 75].

4.2.2 AI Lifecycle. In order to do this, the machine learning lifecycle needs to be revisited and
requires more research to aid practitioners [49]. Some authors point to the continuous delivery
of MLOps [64], and to the end-to-end automation of the various stages of the machine learning
workflow [5]. There is a need to apply software engineering principles in the ML workflow [5],
and the interaction between MLOps and existing practices within companies needs to be taken
into account [64]. In addition, the opportunity to incorporate LLMs into the MLOps lifecycle has
arisen because of their recent growth [51]. An appropriate data management remains a short term
goal for organizations to handle [21]. In this regard, actions such as data availability [5], data
standardization [21], data sharing [21], data integration [49], data collection [5], data cleaning [5],
and data analysis [15] become of paramount importance.

4.2.3 Cloud Continuum. Data science projects promote the continuous evolution of hardware
capabilities to provide the computational power and energy efficiency required [115]. For instance,
the power consumption, memory, and real time constraints of microcontrollers require attention
in order to deploy neural networks at the edge of the network [87]. On the other hand, FPGAs can
be the cornerstone for designing the next-generation AI processors for consumer devices [115].
In fact, the use of edge and IoT devices in data science projects may lead to improvements in
latency [71, 111], reliability [71], performance [4], safety [4], economy [4], privacy [71, 78, 111],
energy consumption [78], and networking [78]. Yet another twist is tiny robot learning, which lies
at the intersection of ML, embedded systems, and robotics, hence having to deal with their com-
bined requirements [82]. In addition, the impact of reduced computational power can be mitigated
by executing the most computationally intensive tasks on more resource-rich devices [40]. For
instance, the training can be shared between both cloud and edge devices [44, 98]. In this regard,
continuous learning yields the opportunity to periodically retrain the ML models based on the
continuous stream of data [60], in order to raise the efficiency of the ML models [108]. In this re-
gard, existing High Performance Computing (HPC) infrastructures represent one of the most
cost-effective solutions [16], and containers promote the deployment of scalable code on different
operating systems and hardware architectures [17, 89].
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4.2.4 Networking. There is a rising interest in networking among the research community in
MLOps [40, 78]. For instance, the use of lightweight networks as reliability estimators may be used
to predict potential task failures [70]. Some authors identify Function-as-a-Service (FaaS) tech-
nologies as enablers of MLOps patterns [109], and the deployment of already trained ML models
on FaaS may unleash the use of these technologies for event-driven AI solutions [23, 120]. The con-
tinuous monitoring of ML-based applications is required for reliable performance on critical sys-
tems [75]. The deployment and redeployment of intelligent algorithms onto heterogeneous hard-
ware and software architectures can be alleviated by using a domain-specific language [35, 118].
Finally, traditional version control systems utilized in software engineering often lack the ability
to distinguish between ML specific components such as models and datasets [56], and more
research needs to be conducted in this field to better support the machine learning lifecycle [49].

Data science projects require the involvement of different business units, and their education
and training are of paramount importance. More focus on the ML lifecycle is required, and
software engineering principles such as continuous delivery need to be applied. Data man-
agement should be a pivotal point for organizations willing to benefit from AI. Being able to
use hardware platforms such as FPGAs and IoT devices leads to improvements in areas such
as networking and privacy. Technologies like containers and FaaS promote the deployment
of scalable ML projects on different platforms and architectures. Finally, data science endeav-
ors require additional versioning tools and frameworks for models and datasets than those
of traditional software engineering.

4.3 What are the Opportunities and Future Trends in AIOps? (RQ3)

This section focuses on opportunities and emerging trends in AIOps, where the inclusion of
cutting-edge solutions such as DL and Transformers can be advantageous due to the complexities
of these scenarios [1]. The primary topics are the AI lifecycle and its various stages, networking-
related opportunities, and the various goals pursued by AIOps endeavors.

4.3.1 AI Lifecycle. The seamless support of the data science lifecycle is critical in ML-based
solutions [94]. In [61], the authors discuss Deep Neural Network (DNN) deployment on hetero-
geneous hardware platforms. Multi objective optimization algorithms can be leveraged in the de-
ployment of analytical pipelines in heterogeneous environments [35]. ML techniques can boost the
efficiency of the monitoring phase and liberate IT professionals to do more innovative tasks [99].
Some authors suggest the use of generative adversarial networks for the implementation of this
stage [53], others propose the automated inference of application KPIs without application-specific
knowledge [45]. In addition, AIOps solutions can help monitor concept drift and suggest suitable
model retraining methods [96]. A significant amount of the existing literature is focused on data
management, where the continuous access to data often found in big data systems facilitates the
proactive retraining of models when necessary [62]. The quality and scale of data are crucial for the
observability of the system [103]. In [61], the authors identify that AIOps can be of essential value
for data lakehouses due to the complex operational challenges for SRE such as disaster recovery,
backup, and restore. The interoperability between distinct components, including data collection,
processing, and summarization, facilitates the use of predictive analytics over data streams [12].
The authors of [67] argue that data-driven anomaly detection is a crucial component of AIOps. In
the field of root cause analysis, the use of logs to analyze certain events can become an integral part
of IT operations [86]. A more ambitious endeavor is proposed in [24], where the authors address
model training, packaging, and deployment. They employ AIOps to autonomously detect the state
of the system, allocate resources, warn, and detect anomalies.
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4.3.2 Networking. The complexities posed by networking technologies, such as the increasing
number of devices and the growing number of services relying on connectivity, pave the way for
the application of AI-based solutions to address them [81]. The myriad objectives of these network
optimizations might range from minimizing energy consumption to reducing network delays [117].
Transfer learning is a promising technique for estimating the Quality of Transmission (QoT)

of optical links [94]. Similarly, Deep Reinforcement Learning (DRL) optimization can raise
the robustness of the network topology to tackle the inherent vulnerabilities of IoT to network
failures and malicious attacks [95]. The authors in [100] use graph theory for optimizing network
lifetime, which leverages the capabilities of edge devices and Software Defined Network (SDN)

controllers. Similarly, deployment performance can be optimized by leveraging SDN and serverless
architectures [123]. Promising results are obtained by applying genetic algorithms for minimizing
network delays [36].

4.3.3 Objectives. The definition of certain objectives that the system will attempt to optimize is
a common approach for AIOps solutions. In [18], the authors propose a system to take the burden
of manual optimization of neural networks off the programmer. It outperforms existing solutions in
the field in terms of performance, inference, and energy efficiency. Similarly, Hazra et al. address
the difficulties posed by energy consumption and processing delays in edge environments [52].
Clustering techniques can reduce the communication load and enhance the energy efficiency of
devices at the edge of the network [66]. In [36], the authors propose the use of multi objective
optimization to leverage multiple converging objectives, including cost, performance, resilience,
and network; subject to a set of predefined constraints. Alternatively, AIOps can serve as manner
to improve software quality and engineering productivity [30, 75].

AIOps solutions can boost the various stages that comprise the data science lifecycle, includ-
ing data management, monitoring, packaging, and deployment. A significant amount of the
literature is devoted to data management, whereas other phases, such as monitoring and
retraining of ML models, receive less attention. In this regard, the inference of metrics utiliz-
ing AI simplifies the monitoring of ML models, and the continuous stream of data facilitates
their retraining. A significant portion of the literature deals with the difficulties posed by
networking technologies, such as connectivity and network delays. Finally, optimizing the
performance, energy consumption, and cost of existing architectures are also popular topics
in academia.

4.4 What Frameworks and Architectures Facilitate MLOps and AIOps? (RQ4)

This section elaborates on the various MLOps and AIOps frameworks discovered in scientific liter-
ature. A taxonomy is presented in Table 6, which serves to identify the differences between both
methodologies with respect to their focus areas.

4.4.1 Data Management. On top of the inherent difficulties of implementing MLOps and AIOps
in production environments, Big Data ecosystems need to overcome the particularities associated
with the volume, variety, and velocity of the data. In this regard, some authors opt to simplify
the complexity of big data workloads by characterizing them into subsets, which they later train
independently [62]. Similarly, the complexity of integrating big data, machine learning, and IoT
solutions has raised attention towards the training and inference orchestration of the underlying
ML solutions [4] and lowered the burden for developers to work in such sophisticated environ-
ments [14]. An ML-based solution must also efficiently manage the dataset and model versions
through dedicated tools and architectures [126]. The authors in [121], address the dearth of la-
beled datasets in ML-based solutions and propose a novel method for automating the labeling of
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Table 6. A Taxonomy of the Various Frameworks and Architectures that Facilitate the Adoption
of MLOps and AIOps Classified According to their Focus Areas

MLOps AIOps

Infrastructure
Management

HPC [16, 17] –
Edge [3, 4, 8, 18, 33, 44, 80, 87, 98, 125] [4, 18, 78, 98, 123]

Cloud
Generic [36, 44, 54, 62, 80] [36, 48, 54]

Serverless [8, 22] [22, 123]
as a Service [14, 43, 59] –

Networking [16, 44, 59, 68] [29, 123]
Data

Management
DataOps [126] [76, 121]
Big Data [4, 14] [4]

Lifecycle
Management

Generic [4, 31, 32, 54, 129] [4, 54]
Monitoring [53] [67, 76, 96]
Deployment [3, 16–18, 36, 68, 80] [18, 36]

Training [98] [98]

log messages without manual labor or expert intervention. Similarly, data-driven proactive inci-
dent triage using data is utilized in [76].

4.4.2 Infrastructure Management. High Performance Computing (HPC) represents an inter-
esting alternative for dealing with such complex workloads, but it is challenging for data scientists
due to the unique requirements and characteristics of these environments [17]. The scalability of
computational resources is key for solving these large workloads. Due to this, the use of con-
tainerization solutions has yielded promising results for deploying AI on HPC systems [16]. An
approach for leveraging this paradigm is the use of cloud computing resources, for which some
authors highlight the importance of guaranteeing multitenancy isolation [88]. In addition, deep
learning components can benefit from the deployment of training tasks over Cloud and Edge in-
frastructural devices [44]. Similarly, the problem of cloud resource allocation can be tackled with a
hybrid multi-objective genetic algorithm [48]. In order to simplify this process, the serverless com-
puting paradigm is an attempt to simplify the use of such resources, in which the management
of the infrastructural devices is accomplished by the provider. In addition, it aspires to reduce the
cost while ensuring scalable resources and inference latency [11]. To this end, a framework for the
end-to-end management of the necessary resources required by ML workflows is of paramount
importance [22]. The combination of serverless functions deployed on the edge of the network is
gaining traction, and some authors are already implementing platforms [123] and architectures [8]
to benefit from the latency improvements in comparison with the deployment of machine learn-
ing workflows on the cloud. In addition, there exist frameworks [18] specifically tailored for being
able to harness the benefits of deploying artificial intelligence workloads on low consumption and
limited memory edge devices. In this regard, the Internet of Things is a challenging ecosystem for
developers, who often lack the expertise to work in these complex environments [14]. Due to this,
there exists research on dedicated architectures [3, 33], frameworks [4, 14], and platforms [123]
designed to alleviate this burden and aid in harnessing its full potential. On the other hand, well
known frameworks such as TensorFlow Lite [110] and Core ML [58] are specifically tailored to
utilize ML capabilities on mobile and edge devices [47]. On a similar note, yet another approach is
the use of genetic algorithms for finding the configuration that minimizes model size while maxi-
mizing accuracy on edge deployments [111]. In [125], the authors propose an architecture, coined
TMLaaS for the execution of ML models on low-power IoT devices.

4.4.3 Lifecycle Management. The distributed training and inference of machine learning
workflows originated by the emergence of these new paradigms is gaining traction in the
research community [8, 31, 59]. This strengthens the necessity of managing the lifecycle and key
components of AI applications through dedicated frameworks [54] and attracts research attention
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towards handling its various stages. In this regard, the authors in [32] propose an AI lifecycle ap-
proach for tackling the challenges of AI-based solutions from conception to production. Firstly, a
semantically enhanced pipeline can automate data preparation [129]. Secondly, the training of ML
workloads can be characterized into smaller pieces for distributed execution [62], and frameworks
for retraining ML models to dynamically adjust to varying energy and memory constraints can
speed up inference [98]. Thirdly, many authors propose frameworks and architectures that tackle
the deployment stage of data science projects in different computational environments, such as
the cloud [44, 80, 88] and the edge [8, 44, 88], including devices such as microcontrollers [87].
The authors of [36] propose a goal-driven framework for the operationalization of distributed
analytical pipelines across the cloud continuum. In addition, the deployment of certain flavors
of machine learning algorithms, such as deep learning [78] and deep neural networks [18], are
also addressed. Yet another angle is to address the deployment of such workloads by maximizing
resource utilization and operator revenue [29]. Finally, some studies focus on the monitoring
stage by proposing architectures [3] and frameworks [53, 54] that supervise processes and events
in order to react to their deviations during runtime. The authors of [67] propose an AIOps
anomaly detection framework that addresses functional and performance failures in software
systems. Similarly, [96] suggests an automated pipeline for AIOps monitoring and maintenance.
In summary, frameworks that are able to orchestrate ML workflows [4] and their associated
resources [29] become essential to navigate through the complexity of this endeavor.

4.4.4 Technologies. From a technological standpoint, techniques like software-defined net-
works simplify network management and enable the implementation of unified services for op-
timal AI deployment, optimizing the available resources [123]. In [68], an architecture for the
deployment of AI solutions in B5G networks is proposed. ML automation processes such as Au-
toML are pivotal for the maturity and efficiency of the ML models in production environments,
and more research is required [108]. Containerized solutions represent a unique opportunity for
the operationalization of data science workloads since they promote the ubiquitous deployment
of pipeline stages. Due to this, some architectures [33] and frameworks [4, 16] found in academia
devote to this technology for the deployment and orchestration of AI workloads. Yet another tech-
nology utilized for the operationalization of predictive models is the use of API resources, as it
provides a simplified abstraction on top of sophisticated prediction models, promotes resource
sharing, and simplifies the consumption of the resources for the end user [43]. On the other hand,
the operationalization of some flavors of algorithms captivates the attention of researchers, and
the operationalization of both deep neural networks [18, 87, 107] and deep learning [17, 31, 44, 78]
solutions is frequently addressed. A frequent problem is addressing the particularities of the in-
frastructural devices on which they are deployed.

On top of the inherent particularities of MLOps and AIOps, data science projects frequently
need to overcome the challenges of Big Data ecosystems. These platforms are often oper-
ated leveraging HPC technologies, which require the involvement of varying backgrounds
of stakeholders. In this regard, containerized solutions and serverless technologies alleviate
the deployment of ML-based solutions and their dependencies on different platforms and
computational layers, such as the cloud and the edge. However, it also raises the manifold
challenges of orchestrating distributed pipelines; hence, tools that can handle the ML lifecy-
cle gain relevance. In this regard, the deployment of AI workloads receives the majority of
the attention, while other phases like monitoring or training remain understudied. AIOps
solutions are still underrepresented in the fields of infrastructure management and in the
deployment of ML solutions.
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Table 7. A Taxonomy of the Fields where MLOps and AIOps Methodologies are Thriving

MLOps AIOps

Research
Space [40] [40]

Physics [17, 46] -

Industry

Factories [3, 118] -
Construction [10, 37] [37]

Autonomous Vehicles [44] -
Health [15, 51] [15]

Failure Management - [84]

IT

5G [68, 94] [29, 66, 94, 123]
6G [59] -

Networking [15, 116] [15, 90, 116, 117]
Service Management - [1]

Logs - [76, 86, 121]

4.5 What are the Current and Future Fields in which MLOps and AIOps are Thriving?

(RQ5)

This subsection provides an analysis of the current and future fields of MLOps and AIOps
methodologies. Table 7 presents a taxonomy of the various fields in which MLOps and AIOps
methodologies are being utilized, and highlights the areas in which each paradigm thrive.

4.5.1 Industry and Research. The widespread adoption of artificial intelligence solutions for in-
creased competitiveness has reached traditional corporations. In this regard, the authors in [84]
identify proactive and reactive failure management (prevention, prediction, detection, root cause
analysis, remediation), and resource provisioning (consolidation, scheduling, power management,
service composition, workload estimation) as the main areas in which AIOps are thriving. Some
authors describe the deployment of predictive maintenance systems in stamping machines to min-
imize the effects and impact of unexpected failures [3]. Similarly, the redeployment of intelligent
algorithms in cyber-physical production systems in Industry 4.0 remains a challenge due to the
differences in reaction times, communications, and computation power in the infrastructural de-
vices; positive feedback has been reported by experts using a domain-specific language for mod-
eling these industrial use cases [118]. The building and construction industries have also adopted
AI solutions [10], but their applications remain a challenge for large-scale projects [37]. On the
other hand, innovative industries also require expertise in MLOps and AIOps should they want
to incorporate the benefits of artificial intelligence into their solutions. In the wind power in-
dustry, Wireless Sensor Networks are pivotal for the monitoring of power generation systems,
but the harsh environmental conditions in which wind farms are often located make their opti-
mal deployment troublesome [117]. In the automotive sector, the elastic deployment of training
tasks over cloud and edge resources, leveraging stringent network and privacy requirements, facil-
itates the improvement of autonomous driving applications [44]. In space exploration, AI solutions
are already applied for enhanced monitoring and diagnostics, prediction, and image analysis, but
bringing AI on board remains a challenge due to the scarce computational and network resources
available [40]. Next, recent advances in mobile technologies enable the development and deploy-
ment of ML-based patient monitoring right on mobile devices within the healthcare industry, but
the associated challenges have not been extensively studied by the research community, and a
set of recommendations is required [15]. In addition, LLMs can also be applied to healthcare by
transforming data management workflows [51]. Finally, fields more traditionally associated with
research are also leveraging the MLOps . In [46], facilitating the implementation of DL solutions in
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gravitational wave physics is discussed. On a similar note, high-energy physics requires the analy-
sis of massive amounts of data using ML technologies and resorts to high-performance computing
technologies to cope with the data storage, data transfer, and computation requirements [17].

4.5.2 Information Technology. One of the fields in which both methodologies are more popu-
lar is communications and networking. In particular, 5G technologies are where most of the aca-
demic attention is focused. Some authors are applying ML technologies for the rapid deployment of
Quality of Transmission predictors in complex 5G network operation scenarios [94]. Next, multi-

access edge computing (MEC) is a promising technology aiming to improve Quality of user

Experience (QoE) of AI applications in IoT infrastructure. The authors in [123] deploy services
in MEC 5G edge infrastructural devices to save costs and meet QoE requirements in massive edge
data centers. Future trends for IoT involve shifting from a static to a dynamically evolving and self-
organized architecture, which fits with the capabilities of 5G networks to continuously adapt and
reorganize based on changing requirements. The deployment of IoT applications on these 5G edge
architectures for task offloading is discussed in [66]. Supporting the specific requirements and pri-
orities of 5G networks is cumbersome, and AI technologies can support the 5G slice deployment
and orchestration for enhanced resource utilization and reduced slice request dropping probabil-
ities [29]. In [68], the authors pursue the integration of ML techniques to optimize 5G systems.
The next generation of wireless communication technologies, coined 6G, promotes the ubiquity
of AI services, and specialized frameworks for distributed AI provisioning are required [59]. Next,
the appropriateness of ML technologies is discussed as a technique to perform traffic analysis and
classification to identify the correct procedures and achieve the desired outcomes [90]. In this re-
gard, AIOps is leveraged by the authors in [76, 86] for the log analysis in incident remediation,
whereas [121] focuses on automated log labeling. In [1], the authors evaluate the application of
AIOps technologies in IT Service Management (ITSM), highlighting the potential for predicting
and resolving IT incidents in the shortest time. Finally, the many challenges associated with the
heterogeneity of mobile devices have raised interest in counteracting the problems associated with
the inference of DL apps [116].

Traditional corporations such as the building and construction industry and the automotive
sector have already adopted AI-based solutions, but more effort is required for their imple-
mentation in larger endeavors. Similarly, more innovative sectors, such as the wind power
industry or even space exploration, are investing in AI solutions to address the challenges
associated with the harsh environmental conditions in which they operate. Academic disci-
plines, such as physics, are devoted to MLOps for coping with stringent data requirements.
However, the area in which MLOps and AIOps are more prevalent is communications and
networking. The rise of 5G and 6G architectures has yielded some challenges and opportu-
nities, such as slice deployment and traffic analysis, for which AI-based solutions are ideal.
It is anticipated that much of the current 5G effort will gradually shift toward 6G technolo-
gies. Service management and log analysis are highly attractive areas for AIOps solutions,
whereas physics, autonomous vehicles, and traditional factories are more akin to MLOps.

5 RELATED WORK

We have compiled all pertinent studies and reviews in the fields of MLOps and AIOps to provide
the rationale for this work and situate it within the body of existing research. There is one study
offering a general perspective on AIOps, three studies on specific fields of AIOps, and one on
MLOps. To the best of our knowledge, there has not been a study that conveys both MLOps and
AIOps and provides as detailed a broad view of both fields as this one.
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Table 8. Related Works Conducted in Areas Covered by this Research

Paper Type Time frames Topic Focus

This study SLR1 2018 – 2023 MLOps, AIOps
Challenges, Architectures,

Future Fields

Rijal et al. [99] MLR2 2017 – 2021 AIOps
Benefits, challenges,

and future.
Notaro et al. [85] SMS3 1990 – 2020 AIOps Failure Management
Zhaoxue et al. [128] Survey up to 20204 AIOps Logs

Lima et al. [73] SLR1 up to 2021 MLOps
Maturity Models,

tools and challenges.
Ahmed et al. [1] SLR1 2000 – 2022 AIOps Risk Prediction
Kreuzberger et al. [69] MM5 up to 2021 MLOps Definition and Architecture
Cheng et al. [25] Survey up to 2023 AIOps Opportunities and challenges
1Systematic Literature Review. 2Multivocal Literature Review. 3Systematic Mapping Study. 4Time frame
not explicitly stated. 5Mixed Method.

In [99], the authors perform a multivocal literature review (MLR) in which they identify
that the adoption of AIOps helps in monitoring IT work and improves human-AI collaboration.
There are, however, concerns about the effectiveness of AI and ML and the quality of the quality
of the data utilized to obtain the results. Notaro et al. [85] provide five different categories and
fourteen subcategories for the categorization of failure management IT solutions using AIOps.
In [129], the authors review and categorize existing works around three key processes in log
processing, such as log enhancement, log parsing, and log analysis. They finalize future directions
and development trends in the field of log research. Lima et al. [73] provide a systematic literature
review on practices, maturity models, roles, tools, and challenges for MLOps and establish that
this methodology is still in its infancy, leaving room for future academic studies that will guide
organizations. A systematic literature review of existing work and challenges in the field of IT risk
prediction is offered in [1], which reveals ML classifiers as the preferred method for implementing
IT service management and highlights the importance of adopting more advanced state-of-the-art
methods, such as DL and Transformers. In [69] the authors focus on the definition and architecture
of MLOps and perform a literature review (up to May 2021), a tool review, and interviews with
experts in the field. They conclude that model development and benchmarking have received more
attention in the academic community than operating ML systems, which is still challenging today.
The authors of [25] conducted a survey regarding the opportunities and challenges of AIOps.
They suggest that, with the growth of IT infrastructure, AIOps is the only promising solution
to cope with it. Numerous techniques, such as anomaly detection, root-cause analysis, failure
predictions, automated actions, and resource management, are utilized in AIOps. They have found
that many of the solutions focus on detection and root cause analysis, but automation is still
limited.

Table 8 provides a comparison framework for this SLR with each of the studies described above.
For the purpose of evaluating our work, we have established four different criteria. Firstly, we have
followed the PRISMA methodology for systematic literature reviews to transparently report the
reasoning for doing the review, what has been accomplished, and the discoveries of the review.
Secondly, this manuscript is the most contemporary, as it contains studies up to 2023. Thirdly, it
is the only one that offers a joint perspective on both MLOps and AIOps methodologies, as we
think they have a strong influence on one another. Finally, the focus of this study is the widest,
as it comprises not only a general overview of the challenges and benefits of these methodologies
but also a deep dive into their current and future use in both industry and academia.
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6 CONCLUSIONS AND FUTURE WORK

The overarching goal of this SLR is to offer insights into the adoption of MLOps and AIOps method-
ologies in both industry and academia. We have conducted an in-depth search of the scientific
literature based on the search terms described in Figure 1, and we elaborate the discussion on the
research questions outlined in Table 2. The necessity for this SLR stems from the fact that the
implementation of data science projects in production environments is a challenging endeavor in
which MLOps and AIOps can play a facilitating role. However, organizations and stakeholders
need to have both a collaborative culture and a unique cross-domain skillset of software engineer-
ing, data science, and IT operations. Data management plays a significant role in these projects
and must be planned accordingly. In this regard, the complexity is amplified by big data ecosys-
tems and their unique requirements and characteristics. In addition, recent computing paradigms
such as cloud and edge computing require innovative solutions due to the distributed and het-
erogeneous nature of the infrastructural devices they comprise. To circumvent these challenges,
more focus is required on applying software engineering principles to the ML lifecycle. In this
regard, technologies such as containerization, data, and model versioning, FaaS, and serverless are
the cornerstones for supporting this lifecycle. The monitoring stage, which allows the retraining
and redeployment of the relevant components of the architecture subject to the various drifts of
the production environments, can benefit from AIOps solutions for relevant KPI inference. On the
other hand, AIOps solutions are often focused on solving the myriad networking requirements, and
hardware configurations of modern ecosystems. Due to this, the use of data science orchestration
frameworks can be beneficial since they are specifically tailored to address various stages of the
ML lifecycle (e.g., re-training, re-deployment, monitoring, versioning). The reviewed manuscripts
showcase that AI-based solutions are no longer restricted to academia but have reached not only
innovative industries such as space exploration and the wind power industry, but also traditional
corporations such as the construction and automotive sectors. Finally, the rise of 5G and 6G tech-
nologies and architectures leveraging MLOPs and AIOps methodologies pose an opportunity for
AI-based solutions. As for future work, since AIOps is such a new trend, this manuscript provides
a shared perspective on the challenges associated with the adoption of both MLOps and AIOPs.
We reckon sufficient AIOps-related manuscripts will emerge in the near future to be able to distin-
guish the challenges from those of MLOps. In addition, the recent upsurge in LLMs will spread to
MLOps and AIOps, and further analysis on this subject will be necessary.

A APPENDIX

Table 9. Article Assessment based on the Quality Metrics

Paper M1 M2 M3 M4 M5 M6 M7 Total

[1] 1 0 1.2 1 0 0 0 3.2
[2] 1 0 0.4 0 0 0 2 3.4
[4] 1 0 1.2 1 1 0 1.3 5.5
[3] 0 0 0.8 1 0 0 0.7 2.5
[5] 0 1 0.8 0 0 0 2 3.8
[8] 1 1 0.8 0 0 0 0 2.8
[10] 1 0 0.4 1 0 0 0.7 3.1
[11] 1 0 0.4 1 0 0 0 2.4
[12] 1 0 0.4 0 0 0 0 1.4

(Continued)
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Table 9. Continued

Paper M1 M2 M3 M4 M5 M6 M7 Total

[14] 1 0 0.8 0 0 0 0.7 2.5
[15] 1 0 1.2 1 1 0 1.3 5.5
[17] 0 0 1.6 1 0 0 2 4.6
[16] 0 1 1.2 0 0 0 0.7 2.9
[18] 1 1 1.2 1 1 0 2 7.2
[20] 0 0 0.4 1 0 0 0 1.4
[21] 0 0 0.8 1 1 0 1.3 4.1
[22] 1 0 0.8 0 0 0 2 3.8
[23] 0 0 0.4 0 0 0 1.3 1.7
[24] 0 0 0.4 0 1 0 0 1.4
[29] 0 1 0.8 1 1 1 1.3 6.1
[30] 0 0 0.8 0 0 0 2 2.8
[31] 0 0 0.4 1 1 0 2 4.4
[32] 0 0 0.4 1 1 0 0.7 3.1
[33] 1 0 0.4 1 0 0 2 4.4
[35] 1 1 0.8 0 0 0 1.3 4.1
[36] 1 1 0.8 0 1 1 0.7 5.5
[37] 1 0 1.2 0 0 0 0 2.2
[39] 0 0 0.4 1 1 0 0.7 3.1
[40] 0 0 1.2 0 0 0 0.7 1.9
[42] 1 0 0.4 0 0 0 0 1.4
[43] 0 0 0.8 1 1 0 2 4.8
[44] 0 1 1.2 1 1 0 0.7 4.9
[45] 0 0 0.8 0 0 0 2 2.8
[46] 0 0 0.4 1 0 0 0 1.4
[47] 1 0 0.8 1 0 0 2 4.8
[48] 1 0 0.4 0 0 0 0 1.4
[49] 1 0 0.8 1 1 1 0.7 5.5
[51] 0 0 1.2 1 0 0 0 2.2
[52] 0 0 0.8 0 1 1 0.7 3.5
[53] 1 0 1.2 0 0 0 0 2.2
[54] 1 1 0.8 0 0 0 2 4.8
[56] 1 0 0.8 1 0 0 0.7 3.5
[59] 1 1 0.8 1 1 0 2 6.8
[60] 0 0 0.8 0 1 1 0 2.8
[61] 0 0 0.4 0 0 0 0 0.4
[62] 0 1 1.2 0 0 0 0.7 2.9
[64] 1 1 0.8 1 1 0 0 4.8
[66] 1 0 1.2 0 0 0 2 4.2
[67] 0 1 0.8 1 1 0 0 3.8
[68] 0 0 0.8 1 1 0 0 2.8
[70] 0 0 0.8 0 0 0 0.7 1.5
[71] 0 0 0.8 1 0 0 0 1.8
[74] 1 0 0.4 0 0 0 0.7 2.1

(Continued)
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Table 9. Continued

Paper M1 M2 M3 M4 M5 M6 M7 Total

[75] 1 0 1.2 0 1 0 2 5.2
[76] 0 1 1.2 0 0 0 1.3 3.5
[77] 1 0 0.4 1 0 0 0.7 3.1
[78] 0 0 1.2 1 0 0 1.3 3.5
[80] 1 0 0.4 1 1 0 0 3.4
[81] 1 0 0.8 0 1 1 1.3 5.1
[82] 0 0 0.4 1 0 0 0 1.4
[84] 1 0 1.2 1 0 0 0.7 3.9
[86] 0 0 0.8 0 1 0 0 1.8
[87] 1 0 1.2 1 1 0 1.3 5.5
[88] 0 0 0.8 1 1 0 1.3 4.1
[89] 1 0 0.8 1 0 0 0.7 3.5
[90] 1 0 0.8 1 1 1 2 6.8
[93] 0 0 0.4 1 0 0 0 1.4
[94] 0 0 1.2 1 1 0 0.7 3.9
[95] 0 1 0.4 0 1 1 0 3.4
[96] 0 0 1.2 0 0 0 0 1.2
[97] 1 0 0.4 0 1 0 2 4.4
[98] 1 0 0.4 0 0 0 0 1.4
[99] 1 1 0.8 0 0 0 0 2.8
[100] 1 0 0.4 1 1 0 0 3.4
[101] 1 0 0.4 1 1 1 0 0.4
[102] 0 0 0.4 1 0 0 0 1.4
[103] 1 0 0.4 0 0 0 0 1.4
[104] 0 0 0.4 0 0 0 0 0.4
[107] 0 0 0.8 0 0 0 0.7 1.5
[108] 0 0 0.8 1 0 0 0 1.8
[109] 1 0 0.8 0 0 0 1.3 3.1
[111] 0 1 1.2 1 1 0 0 4.2
[116] 0 0 1.2 1 0 0 0.7 2.9
[115] 0 0 0.8 1 0 0 0.7 2.5
[117] 1 0 1.2 0 1 0 1.3 4.5
[118] 1 0 1.2 1 1 1 1.3 6.5
[120] 1 0 0.8 0 0 0 0.7 2.5
[121] 0 0 1.2 1 0 0 0.7 2.9
[123] 1 0 1.6 0 1 1 0.7 5.3
[124] 0 0 0.4 0 0 0 2 2.4
[125] 0 0 0.8 1 1 0 0 2.8
[126] 1 0 0.4 0 0 0 0 1.4
[129] 1 1 0.8 0 0 0 2 4.8
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