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The traveling salesman problem belongs to an
important class of scheduling and routing problems. It
is also a subproblem in solving others, such as the
warehouse distribution problem. 1t has been attacked by
many mathematical methods with but meager success.
Only for special forms of the problem or for problems
with a moderate number of peints can it be solved
exactly, even if very large amounts of computer time are
used. Heuristic procedures have been propesed and
tested with only slightly better results, This paper
describes a computer aided heuristic technique which
uses only a modest amount of computer time in real-time
to solve large (100-200) point problems. This
technique takes advantage of both the computer’s and
the human’s preblem-solving abilities. The computer is
not asked to solve the problem in a brute force way as
in many of today’s heuristics, but it is asked to
organize the data for the human so that the human
can solve the problem easily.

The technique used in this paper seems to point to
new directions in the field of man-machine interaction
and in the field of artificial intelligence.
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Introduction

The traveling salesman problem is easily stated in
the following manner, Suppose a salesman is to visit »
cities (nodes, customers, etc.), visiting each only once,
how does he schedule his itinerary so that he travels
only a minimum distance (or pays a minimum travel
expense)? For the purposes of this paper, distances be-
tween cities are assumed to be the same in either direc-
tion,

This problem, which is related to numerous other
problems such as board wiring, scheduling, and routing,
has been the subject of intensive research for many
years. To date, the efforts have been rather disappoint-
ing. No exact algorithm has ever claimed to solve
problems of over 63 cities, and most heuristic algorithms
require large amounts of computer time to provide
satisfactory solutions to problems for that size or larger.
In this paper the authors report on a man-machine
approach that provides reasonable performance on very
large problems (200 cities).

Careful studies have been made of currently used
heuristics, of existing theory on the properties of the
optimal solution, and of methods a man may use to
solve this problem without cither of the previously
mentioned tools. The results indicate that giving & man
a map of the cities he is to visit does not provide him
with sufficient information to find reasonable solutions
when the number of cities is large. On the other hand,
giving a computer a distance matrix and generating a
large number of random starting tours which are cleaned
up by various heuristics which make local improvements
produces excessively long computer run times before a
satisfactory tour is produced and/or accepted. Clearly
then, any successful approach to producing a tour whose
distance is the minimum mileage, or very close to it, at
The research for this paper was supported in part by NSF grant
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where x,; = Uor 1, Here we iﬂ'ia:mrm Fi o= 1 as mean-
ing that we travel from iy Jto city £ Since it s necessary
to forbid travel berween a oty and itsell, we let s = =
Adlthough any feastbie traveling salesman tour 15 neces-
sarity a selution 1o the d??s:‘i@b{ﬁl(?d assignment problem,
the aptitoal assignment 1s not necessanly a feasible solu.
tion to the traveling salesman problem. {n fact, the
optimal assignment is generally a collection of dlijﬂim
subtours frequently of length 20 This result leaves
brageh-and-bound algorithms very hutde to work wih
and honee leads to their poor porformance i large
problems [6]. However, Shapiro {21 notes that there is a

Z between the optimal traveling
salesman’s tour and the associated assignment solution.
That 18, it Is not unecommaon for the vast mujority of
assignment subtours 10 be the links of the traveling
salesman®s rour. Thus the assignment solution indicates
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Assignment of the Assigament. |V we think of the
subtours found in our selubion of the assignment in our
nrevious example as being the vistts 1o customers within
one Ciy, we oan now see how (o proceed. Let us find the
geometnic means of all the subtours of the optimal
assignment that 15, find the center of gravity of the
citizs on the *iibim:r These geomolric Means are now
the location of the “eity,” and if we calculste the dis
tance matrix for these “cinies” and solve the reselting
assigrment problem referred 1o as the second fovel
ASHELEOMONL OF ?h:., assignment of the assignment, wo And
how the “cities” are regionally clustersd. Carrving this



operation 1o higher fevels we get fewer and fewer
“eities” in each level. At each level the resulting sub-
tours locate, like a map, first the cities, then county
seats, then state capitals, ete. This information next tells
us which regions are likely to be connected to which
regions. The correspondence between the observed teav-
eling salesman tour and the second level assigament is
also high, asis the third level, but reliability of the pre-
diction falls as we go higher in level. The information is
then presented to the problem solver as in Figure 1.

Mask of the Assignment. The assignment subtours
have been observed to make up a large part of the
traveling salesman optimal tour (2] We will call these
subtours primary links. The authors have found that
solving another assignment problem gives many of the
links that connect these subtours. This assignment prob-
lem is referred to as the mask of the assignment and is
defined as similar to the assignment with the exception
in the optimal
solution of the original assignment. In effect, we arc
forbidding the assignment subtours in order to find the
next best collection of subtours. ‘The optimal subtours
of the mask of the assignment are referred to as the
secondary links.

The mask of the assignment is also drawn up (Figure
2) and, together with the assignment of the assignment’s
results, forms the input to our problem-solver.

Step 2. Human Generated Tour

At the end of Step 1, the problem-solver has before
him data that has been found to be a major portion of
other optimal traveling salesman tours. It is now up to
him to integrate all of the data into a tour. The human
problem-solver has one advantage that no computer has
in that he can “see’” the whole problem. This is not
merely a comment on man’s visual capabilities; rather
it is a recognition of his ability to conceptualize. Thus a
human can envision a solution which accounts for
interactions between all of the regions that must be con-
nected and can avoid the pitfalls of the typical nearest
neighbor approaches.

The problem-solver then draws the tour and com-
pares how well it uses the primary and secondary links
of the assignment problem and its mask, and how well
it connects regions grouped by the second and higher
level assignment problems, etc. In general, the prablem-
solver will find that a good tour has a number of fea-
tures: (1) it seldom has rapidly oscillating sawtooth
curves; (2) it is smoother—more like a polygonal ap-
proximation to a curve, particularly in areas with a high
density of points; {3) it appears to have a high ratio of
enclosed area to perimeter. A tour with long narrow
necks which wind back on themselves is to be avoided.

If two or more problem-solvers use this information
to generate independent trial tours, it is worthwhile to
compare the solutions. The comparison generally results
in a composite tour that requires much less computer
time to reduce the tour to final form, The cost of having
two or more people draw a tour is relatively small since
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the data has already been prepared, and even with a
200-city problem a tour can be generated in halfan hour.

The generation of a tour provides iwo benefits that
should not be overlooked. The first is that by going
through the thought process the problem-solver will be-
come familiar with the features of the problem. In the
event that the model and the real problem do not com-
pletely correspond, this familiarity should allow the
problem-solver to adjust the model results to include
these difficullics in & more intelligent manncr. Since this
frequently occurs in applications, this benefit should
not be minimized as to its importance. Secondly, in
generating a tour and making the comparison and evalu-
ating the results, the problem-solver develops a fecling
for places where his solution is weak and where it is in
nced of only a little work. This experience determines
which of several heuristics will be used in the cleanup
phase and where they will be applied. For some applica-
tions the process could very well stop here since fre-
quently only a reduction of several percent in total
length results from further effort.

Step 3. Computer Generated Initial Tours

For the sake of comparison or to suggest to the
problem-solver other approaches to solving the prob-
lem, a collcetion of heuristics is made available to pro-
duce initial tours. The authors have tried to generate
several heuristics that produce a near optimal tour using
only a minimum amount of computer time. They suc-
ceeded in generating a number of different heuristics,
the details of which form the subject of another paper
[7]. The authors call one of these heuristics the “Rubber
Band Tour Generator’” because the manner in which it
generates a tour is similar to stretching a rubber band
around the regional assignment data, These heuristics,
however, have been found to produce tours that are very
nearly optimal in computer times that are relatively
short (1-2 minutes of Sigma VII time on a 100-city
tour) and do not grow rapidly with an increase in
problem size. Besides being fast and accurate the heuris-
tic makes use of the data generated by Step 1.

Step 4. Tour Review

The problem-solver now has several proposed tours
which are evaluated and compared with one another.
The data from Step 1 is compared with each of the tours,
and a decision is made whether to work with one of the
proposed tours or a composite of the tours, Generally,
after some experience the problem-solver is able to
recognize some superior features or ideas in each of the
tours generated in Steps 2 and 3 and finds it to his
advantage to begin work with a compaosite.

At this point the reviewer is concerned with two
types of problems. One type concerns the difficulties
that arise because the eye is not able to resolve small
trade-offs. These questionable areas are resolved by ap-
plications of point replacement, by the interchange of
two or more links with another set, or by other routines
that are commonly used in traveling salesman heuristics.
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fig. 1.

Display of the first through thied level assignment problems.
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In general, the result of this kind of improvement is a

very sinall reduction in total length. The other type of

preblem, much meore difficult to see and o handle,
otcurs when the conneetion of one region to another has
been made incorrectly. Locating regions where 2 major
segment of the tour is incorrectly drawn can be dong
in a number of ways, The intersection set of the primary
and sccondary links and the current tour often shows
many regions completely connected while other regions
are very disjoint, These disjeint regions are often the
areas that require major changes to be made in the tour,
The comparison between the computer’s heuristics, such
as the “Rubber Band Tour Generator,” and one or
more solutions drawn by individual problem-solvers
reveal regions, particularly those interior regions of very
farge problems, which can be interconnected in a variety
of ways. The set of cities found in these regions is gen-
evally moderately large, and the number of combina
tions of the various ways to interconnect the various
regions is also fairly large. Hence the need for a regional
tour improvement routine is evident.

The sesult of this step is fo pinpoint the problem
areas and decide on the order of application of regional
and local heuristics,
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Step 3. Finat Improvements in the Tour

The problem-solver now applies the lecal and e
gional improvement routines to the proposed tour. Th
local routines are simple routines such as the poir
routine which removes a given point from the tour an
inserts it hetween two adjacent cities if it finds that thi
reduces the total distance. A heuristic such as describe
by Lian [4] for the replacement or inferchange of two ¢
more links is also available. The regional improvemer
routings are really traveling salesman optimization pre
grams which have been shown to be able 1o solv
problems of moderate sizes reliably and rapidly. Th
problem-solver determines that a region of the probler
has not been properly handied, The only problem abou
using a traveling salesman optimization program is the
the final result must match up with the remainder of th
tour. This match-up can be handled by replacing th
true distances by a zero distance wherever the tour 1s cw
This forces the resulting regional tour to include arti
ficial Hinks which will match up with the remainder of th
tour. The regional routine has the ssetions of the Lou
being clipped off the original tour and the location o
o distance lnks as inputs. The regional improvemen
routine currently being used by the authors i based o



Fig. 2. Mask of the assignment problen.
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the work of Oberue 00 This routine can handle up to 30
cities at any one bme. The auwthors have found the
performanee of this routine to be satsfactory for thes
size problem. bul i becomes fess relinble for larger
orablems. The routine reguires only a small amount of
core, wiach is an advantage Tor bme-sharning,

Hiep ¢ Final Review

At this point the problom.solver has one basic de
ciston 1o make--he must decwde whether the potential
undiscovered reduction in tour length s worth the ex
pense of his and the computer’s time, Guha Bl claims a
nght bound 1 the opumal traveling salesman solution
based on the optimal assignment solution and what he
calls the exits of the subleur. The bound 1w simple 1o
caleulate and can be used 1o estimate the maximum
reducion. 1 the problom -solver has worked with simidar
problems, then by the time he reaches this point the
probiem shosld have a very good, if not optimal, solu-
tion. {8ee Figure 3.

Actual Man-Machine Configuration. The first step of
the provess reguires 4 large amount of memory and a
transportation linesr programming code (8 special as
stpunent code 15 not avaldabls 10 the suthors); hence it
iz done wuler batch mode on an 208 Sigma Vil Sinee
the authors have facilities which provide a 10- o0 20
munuds turnaround, this 5 not a major boitleneck,

The resufs are ploted on a CalComp plover, and
clear (ransparencies are made up to be used by the
prablom-solver with a Hight board so that by overlaying
the various results Bie can make comparisons rapidly.
{This would be a perfect application for a computer
graphics system however, such Taxuries are outside the
budget of the authors, The light board and overlays are
aateguate for the anthors’ purpases and enly moderaiely
bothersome 1o work with,)

The third and $ith steps are dong under the Sigma
VITs timesharing monitor, and the data s handled




through a teletype terminal. The programs are arranged
50 (hat the problem-solver can call in whatever heuristic
is necessary to improve the current tour,

Fandling Large Problems, One would expect the size
and speed of this man-machine process to be limited by
the requirement ol the assignment solution. However,
the authors have found that these limitations can be
avoided by the following observation: that the assign-
ment problem tends to group neighbors together, and
that if one knows the optimal solution for a given prob-
fem, one can remove a subtour without changing the rest
of the solation. While we are not able to cnvision the
optimal subtours ol the assignment solution, it is fairly
common to find an open region which divides the cities
into two or more distinct sets. If this open region or
valley is wider than the average nearest neighbor dis-
tances in these distinct sets, then one can change the
original assignment problem into one of solving the
assipnment problem on each of the distinct sets. This
can be done with little fear of suboptimizing the original
problem since, if the valley is of the assumed width, it is
unlikely that any optimal subtour would have cities in
more than one set. The authors have had no difficulty
splitting 200-city assignment problems into (wo 100-city
ones. The results, of course, can be recombined for the
next higher Ievel assignment if the resulting number of
subtours is manageable. Even if the separation turns
out to split a subtour, the resulting data would still be
accurate enough to use to generate a tour.

If the splitting technique is used to break the assign-
ment problem up into manageable pieces of, say, 100
cities, the limit on the size of the problem scems to be
more a function of the problem-solver’s patience and eye
fatigue. Based on the authors’ experience it would seem
to be economically and physically possible to solve
300-city to 600-city problems.

Results

To date, the results have been very encouraging. The
authors have not found the problems in the current
literature to be very difficult because of obvious patterns.
Most of the problems were generated from a map of the
United States, and most of the cities lie on the west and
cast coasts. Since most of the problems in the literature
are under 50 cities, they are being used as training
exercises. To avoid having the results tainted by a fore-
knowledge of the literature, one 49-city problem based
on road map distances was solved using great circle
distances, and a new optimal tour of a very different
character was found.

To test the performance of the method on a more
challenging set of problems, Oberuc’s 75-city, 86-city,
and 100-city problems all using great circle distances
were undertaken and all of the optimal solutions were
found except for the 100-city problem where the man-
machine process found a better solution. The 100-city
problem is of interest for cost comparison. Oberuc [3}
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used 80 minutes of univac 1108 time {at least three
times the speed of the Sigma VII) and the man-machine
method required 10 minutes of cpu time and one hour
of human time. The remainder of the large problems
tested were randomly generated using Cartesian coor-
dinates. The results would seem to indicate that the
“Rubber Band Tour Generator” performs adequately
and that the man-machine method produces answers at
reasonable expenditures of both computer time and
human time (see Table I).

The times given in Table I are for the Sigma VII
computer. The man-machine times do not include the
computer times for the assignment problems which take
0.8 minutes for the 100-city problem and 1.8 minutes
for the 200-city problems. (CPU times are not always
possible to get but certainly are under 10 minutes for
any problem listed.) The time in parentheses is the
amount of the human’s time required to carry out the
process. For those human times not given, no problems
were worked on for more than 90 minutes. Based on
current rates, one engineering technician man-hour is
equivalent to one minute of Sigma VII time.

One further {ype of traveling salesman problem that

would seem to have practical application is the three-
dimensional extension. In particular, the design of a
circuit on multiple boards or the laying of ducts or pipes
through a ship or a building can be formulated as a
traveling salesman problem where the distance metric
in the former case is
dij = (xi— x)" + (e — ¥) + k|ze— 2|,
or in the latter case is
dij = |x:— x; |+ | yi— yil+|ze— 2]
This additional coordinate does not normally present
any mathematical difficulty to any algerithm or heuris-
tic but is an order of magnitude more difficult for the
man-machine process. However, the authors’ computa-
tional experience with Oberuc’s heuristic and the man-
machine process on 150-point problems (30 random
points on 6 boards) indicates that the man-machine
process is more economical and accurate than the results
of Table I.

The process has been taught to five students and they
have produced results that are similar to those in Table 1
(errors of 0.5 percent). Although the results of the above
man-machine process arc not perfectly reproducible,
they are surely in satisfactory range for most potential
users.

For those who would like to make a comparison of
their heuristics with the authors’ results, the coordinates
for the problem in Figures 1-3 are given in Table II.

Conclusions and Extensions

The authors believe that so far their work has shown
the man-machine approach to be an accurate and eco-
nomical method of solving large traveling salesman
problems. The interaction process is being carefully

Communications May 1971
of Yolume 14
the ACM Number 5



wiion 50 iy

Fesuits,

Rince

wheve the answer s 4 qualified yes, i

LTIRIN mz e '”E"?z;:&z: featurss include g
: 1w data o he withized in

can he represented in the
chargs, and
she use of

*Qﬁéaa'm». 'ﬂéﬁ authors would ke 1o thank
mmfrm Liniversity
Wm%m IO g,@ nivET

4, Belimore
mu,#%am A

; ﬂ’f. BT 50
m%‘ﬁ it b ,!:a of «mﬁ;mg @
e Frselfigence, T
£, p 243,
Pathology of Waveling
s U Ray, Baltimore, Mal,

ﬁﬁ? "w’id;hiﬁ ﬂ Hennstics for solving

rednterd swwheduling

pmmg : :«:;i E"mg; mwmﬁ %«amgx, The HMagus,
The Pt Y

m, rwﬁwi for sodving the
4 el Mesting, Den

#, *{:ﬁxn??‘;i,, I,.Js K
provipm, Wi

seaveling saleanan
., TR,

By



