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ABSTRACT
We present the Center for Inclusive Computing’s data collection
and visualization system, which enables computing departments
to track and visualize their enrollment and course outcome data
intersectionally and longitudinally. The system tracks the impact of
institutional changes in how computing (particularly the introduc-
tory sequence) is discovered and experienced by undergraduates
as measured by course outcome and persistence data. To date we
have worked with and collected data from 52 U.S. computing de-
partments. Collected data spans 2018-present and contains term-by-
term, intersectional course enrollment and outcome data for CS 1-3,
while also tracking declared majors and persistence to graduation.
Drawing on our experience working with these universities we
present guidelines for the analysis of intersectional, longitudinal
data alongside our recommendations for actionable next steps. We
present three case studies grounded in an analysis of CS1, demon-
strating how an institution can understand their own computing
program and develop interventions–specifically with an eye toward
broadening participation in computing.
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1 INTRODUCTION
When academic institutions evaluate the status of a department
or program, whether for research purposes or resource allocation,
evaluation often hinges on measuring student outcomes as a mea-
surement of retention and a proxy for learning and satisfaction.
For example, Pass/Fail/Withdraw (PFW) rates have been used in
projects that range from assessing the impacts of face-to-face learn-
ing versus distance learning [31], to measuring the impacts of open
educational resources [8], to evaluating the impacts of computing-
specific programs and interventions [30]. Outcomes are often pre-
sented as aggregated numbers, either for all students in a class or
for students of a certain racial or gender identity.

Over the last two decades, there has been increasing focus on
evaluating statistics like pass rates intersectionally, that is, along di-
mensions of both race and gender simultaneously [25, 26] to ensure
that the experiences of any particular subgroup of the population
is not hidden [13]. Indeed, in the key conclusions and recommenda-
tions of the the 2021 National Academies report on “Transforming
Trajectories for Women of Color in Tech” [22] the authors write

...the lack of disaggregated data poses a major chal-
lenge to understanding the nuanced and specific needs
of different subgroups of women of color.

Research has shown that Black women in computing have a consis-
tently different experience than Black men and non-Black women
[27, 28], that all Asian students and Asian women in particular have
different experiences than their peers, and that Latinx students have
their own unique experience as well [18].

Another limitation in the published literature (and likely in prac-
tice) is that studies rarely span more than one term or one year
[1, 11]. Longitudinal tracking allows the evaluation of interven-
tions to determine if they are susceptible to confounding variables,
such as whether they depend on a particular instructor, because
the instructor of a course can vary from term to term. Obtaining
intersectional longitudinal data can be challenging for individual
professors, and even for departments, because the demographic data
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for students is typically centrally held (and often closely guarded)
by the university’s institutional research office.

In this paper we present a system for collecting such data to
track the status and health of a computing program or individual
course. Implemented by the Center for Inclusive Computing (CIC)
at Northeastern University,1 The system has been used to collect in-
tersectional, longitudinal data for CS 1-3 alongside declared majors
and program completion rates term-by-term at 52 universities in
the U.S. Drawing on our experience working with these universities
we present guidelines for the analysis of the data alongside our
recommendations for actionable next steps. In the remainder of
this paper, we first present the state of the art in data collection in
the CS education literature. Next, we present our deployed system
and data collection efforts followed by the guiding questions that
such data can answer. Finally, we illustrate analyses based on these
questions with three case studies and present our conclusions.
2 RELATEDWORK
In this section, we focus on surveys of how data is presented in the
CS education literature and in Section 3.1 we review other national
data collection efforts in the context of our design choices. In 2022,
Oleson et al. conducted a review of trends in collection, reporting,
and use of demographic data in computing education research [24].
They found that 68% of the 510 papers evaluated left the method of
collection unclear, 23% used ambiguous aggregate terms to describe
populations (e.g., “underrepresented” or “diverse”), 35% had incom-
plete reporting of demographics and only 10% fully reported both
race/ethnicity and gender.2 In a different study, Decker et al. [11]
found that 72.5% of the 112 papers they inspected reported gender;
whereas Oleson et al.’s findings were that only 32% of the papers
they evaluated fully reported gender–that is all participants were
described rather than just some. Indeed, the only demographic at-
tribute that Oleson et al.’s work found to be fully reported a majority
of the time was geographic location.

In terms of computing education, there has been a shift toward
explicitly considering intersectional identity when designing and
implementing programs [19, 20]. While gender and race in isolation
are important factors for student experience, qualitative work has
affirmed that there are more complex interactions at play [9].

Previous work posits that collecting data intersectionally is diffi-
cult due to the designs of systems themselves; demographic classi-
fication systems are often built with an architectural assumption of
mutually exclusive classification variables [24]. There are a small
number of studies that explicitly grapple with the questions of how
both race and gender affect students’ experiences in computer sci-
ence [15, 18, 28, 32]. Recently, Pournaghshband and Medel take the
even stronger stance that computer science not only needs to adopt
an intersectional approach to analysis but that this approach should

1The CIC (www.cic.northeastern.edu) is a national effort to create systemic, sustainable
change in U.S. universities to broaden participation in computing. The CIC works with
and funds universities to make systemic changes to the way in which they offer their
introductory CS sequence with the goal that true beginners to computing can discover,
thrive and persist [2–4, 17, 21]. Ensuring a pathway for true beginners is important
for BPC because those who are true beginners are often from populations that have
been historically marginalized in CS. As part of this work, as of Fall 2023, the CIC
has conducted all-day sites visits of the undergraduate programs at the computing
departments of 54 U.S. universities.
2Statistics were not given on whether these variables were described as independent
dimensions or intersectionally.

be intersectional along more than two dimensions [26]. Some of this
work, such as Latulipe et al.’s 2018 study of retention in the com-
puter science major, groups so-called under-represented minorities
together, forming a binary majority-minority analysis [15]. Other
studies, such as Xie et al.’s 2022 work on surfacing equity issues
in large CS courses, allow students to select from many ethnicity
options but then group Black, Indigenous, and students of color
(BIPOC) together when presenting results [32].

The many nuances of collecting and displaying gender identity
data are discussed in depth in Oleson et al.’s work [24]. These nu-
ances include the fairly recent recognition within western culture
that gender is not a binary construct. Many data collection and stor-
age systems make binary gender assumptions and do not accommo-
date changes in gender identity. These software and systems-based
decisions are then imposed upon subsequent analyses. Such data
nuance and restrictions apply to other demographic variables as
well. For instance, when collecting racial identity data, the norm
is that ethnicity is often overlooked except in outlying cases. An
example of work that doesn’t overlook ethnicity is Lewis et al.’s
2019 study that separated “Asian” into subcategories and described
what these subcategories included [16]. Including a more nuanced
understanding of race and ethnicity often involves a great deal of
work on the part of the researchers, such as in Ko and Davis’s work,
which dealt with the complexity of race and ethnicity by supple-
menting racial categories with information about the languages
participants spoke at home [14]. Rather than being the norm, these
are outlying cases because they push-back against default systems.

The system we present in Section 3 shows the degree of intersec-
tional data possible to access in higher education without making
architectural or widespread policy changes and without conducting
additional surveying of students.

3 SYSTEM OVERVIEW
We collected intersectional data tracking student populations in
CS 1-3 from 52 different higher-education institutions in the U.S.
from Spring 2018 to Fall 2022, with the median institution having
contributed data for 7 terms.3 Institutions submitted data as part of
the CIC’s grant requirements with funding specifically earmarked
for data collection.4 While faculty and departments are always able
to make internal data requests, we have found that requests tied
to external requirements and funding increase the likelihood and
speed of access. Schools submit data for every term for CS 1-3 for
the following variables:5

(1) Count of students: non-negative integer
(2) Racial Identity: Hispanic/Latinx, any race; American Indian

or Alaska Native, Not Hispanic (AIAN); Asian, not Hispanic;
Black or African American, not Hispanic; Native Hawaiian
or Other Pacific Islander, not Hispanic (HPI); White, not
Hispanic; Nonresident Alien, Race/ethnicity Unknown

(3) Gender Identity: Gender X/U, Men, Women
(4) Major: CS,6 Other Computing, Non-computing, Undeclared

3See full data collection description at https://cic.northeastern.edu/dataprogram/
4CIC Implementation and Diagnostic grants both require such collection: https://cic.
northeastern.edu/.
5Summations of intersectional variables are validated against submitted group totals.
6We define computing according to the IPEDS Classification of Instructional Program
(CIP) code 11, with computer science defined specifically as CIP code 11.07.
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(a) External Transfer: Students who transferred from another
institution during the current academic year.7

(5) Course Outcome: Pass,8 Fail, or Withdraw (PFW).
For each permutation of these variables, schools enter the count
of students (no missing data is allowed) thus ensuring the data is
intersectional. For example, schools would submit that "7 Latina
women passed CS1 in Fall 2020" instead of "16 Latinx students
passed CS1 in Fall 2020" and "50 women passed CS1 in Fall 2020".9

CS 1-3 are the first three required programming courses of the CS
major. These courses are typically not taken in the same term (e.g.,
none of them is Discrete Math). Typically these courses are intro to
programming, object-oriented programming, and data structures. If
a department does not have a required third course in the CS major
then the department designates CS3 as the course that the majority
of CS majors take after CS2. Our focus on the intro sequence stems
from the observation that across the vast majority of our 52 schools,
once a student passes CS3 they do not leave the major.

Table 1 describes the average aggregate characteristics across
race and gender in the dataset as a whole for CS1 from 2018 through
2022. Fluctuation in number of institutions each year is due to data
collection starting in 2020 and having participant schools submit
two years of historical data. As more schools joined the program
over time, the number rose, and as schools left, the number dropped.

Note that the analyses presented in Section 4 omit Gender X/U,
AIAN, and HPI students due to low representation within the
dataset.10 Students with Unknown racial identity are omitted from
this analysis for ease of presentation. We cannot release this dataset
to the public due to our grant agreements with the 52 universities.

3.1 Other National Data Collection Efforts
Prior to designing our data collection, we conducted a landscape
analysis of data collected by other organizations in an effort to
avoid duplicating efforts. While we did find efforts that collected
data intersectionally by race/ethnicity and gender, we found that
the level of granularity we sought wasn’t available. For example,
the National Center for Women in Technology’s (NCWIT) Tracking
Tool collects applicants, acceptances, new enrollments, and declared
majors along with attrition, retention, and completion data by ma-
jor, broken down by gender and race and ethnicity. However, the
tool does not collect term-by-term, course-level enrollment and
outcome data (i.e., PFW). In addition, as noted in ACM’s Reten-
tion in Computer Science Undergraduate Programs in the U.S. by
Stephenson et al., there are some inconsistencies in the presenta-
tion of the intersectional data among universities [29]. We also
examined whether the National Student Clearinghouse’s Postsec-
ondary Data Partnership (PDP) could be utilized [6]. PDP collects
institutional and student level data, including course enrollment
7This variable is collected irrespective of major (i.e., a student can be counted as a
Computer Science major and additionally External Transfer).
8Pass is defined by receiving a passing grade and being eligible to enroll in the next
course (i.e., if a student must earn a C in CS1 to enroll in CS2, then a C- would be
considered Fail)
9In our experience, all parts of the initial set up for data collection and submission can
take up to 40 hours. Subsequent per-term data submissions average around 8 hours.
10Only one institution has any termswithmore than five students identifying as Gender
X/U by intersectional identity with race. One institution has one term with more
than five students identifying as American Indian or Alaska Native by intersectional
identity and no schools have more than five Hawaiian or Pacific Islander students by
intersectional identity in a single term.

and outcome data by gender and race/ethnicity. Unfortunately at
this time, program of study data (student major) is only available
for initial term of enrollment. This means that PDP is not able to
track the difference in outcomes between majors and non-majors
longitudinally. Both the Integrated Postsecondary Education Data
System (IPEDS) [12] and CRA’s Taulbee report [33] collect inter-
sectional graduation data annually and Taulbee also tracks majors
but neither collect term-by-term course outcome data.

3.2 Data Collection Limitations
Three primary issues place limitations on our data collection sys-
tem: 1) the need to protect student privacy; 2) the lack of available
Drop/Add data; and 3) that the demographic data collected by uni-
versities uses the categories defined by U.S. government. Because
of student privacy we cannot track any particular student’s path-
way through the major and instead only can track outcomes of a
group as a whole longitudinally. As not all departments can track
Add/Drop data, we restricted our data collection efforts to the data
that all departments track. Racial identity categories come from
IPEDS definitions.11 Similarly, gender identity is also governed by
current IPEDS recommendations and individual institutions’ track-
ing systems. As of 2023, not all institutions allow students to update
their records to a gender outside of man/woman.

Although a more granular view of intersectional demographics
would have been possible using student-survey data, we prioritized
being able to get a complete snapshot of the student population. Sur-
veys come with a host of issues: low response-rates, over-surveying,
and dependence on individual departments to distribute surveys in
a timely manner. Instead, we designed our system to collect data
that all institutions already collect, ensuring that we get a complete,
rather than sampled, snapshot and that institutional research offices
can pull historic data as needed. Another limitation of our system is
that we do not collect student data regarding disability or finances.
Conversations with the schools we work with indicated that the
institutionally held data on student disability and finances would
not be accessible even to the requesting department or college.

4 CASE STUDIES AND GUIDING QUESTIONS
In this section we demonstrate example analyses that an institution
might conduct given their own intersectional data. First, we present
recommended questions and actionable next steps.

Q1: What are your PFW rates by term and intersectional iden-
tity? Are there any terms when one of these rates is particularly
high/low? (See Sections 4.1, 4.2, and 4.3)
Next Steps: Identify commonalities for terms with low/high rates.
Are these terms that were taught by a specific instructor? Is this
instructor more suited to teaching upper-division versus lower-
division courses? Do the terms have different course content or
grading schema? Are there indications that different intersectional
groups are having different experiences? For departments that do
not enforce common assessment (same exams/assignment for all
sections) [4], are there differences in outcomes among sections?

Q2: Do any trends emerge for specific intersectional identities? (See
Sections 4.1 and 4.3)
11https://nces.ed.gov/ipeds/report-your-data/race-ethnicity-definitions
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Yr. Num. Total Gender AIAN Asian Black HPI Latinx Multiple Non-Res. Unk. White
Insts. Stdnts % # % # % # % # % # % # % # % # % #

’18 14 10516 X/U 0.0 0 0.0 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 1 0.0 0
Men 0.1 10 15.5 1631 4.1 426 0.1 9 9.2 969 2.7 286 8.9 934 2.2 230 31.5 3317

Women 0.0 2 7.2 758 1.3 140 0.0 3 2.4 253 1.0 101 4.3 449 1.5 161 7.9 835
’19 41 32899 X/U 0.0 0 0.1 28 0.0 1 0.0 0 0.0 2 0.0 0 0.1 36 0.3 93 0.0 5

Men 0.1 42 15.9 5243 4.9 1616 0.1 22 11.8 3894 2.7 882 9.0 2972 1.6 516 26.0 8570
Women 0.0 10 8.2 2691 2.0 651 0.0 12 3.6 1183 1.0 331 4.0 1326 1.1 349 7.4 2424

’20 51 43713 X/U 0.0 0 0.1 27 0.0 1 0.0 0 0.0 5 0.0 2 0.1 33 0.2 93 0.0 7
Men 0.1 57 16.3 7143 5.4 2374 0.1 25 11.2 4893 2.8 1233 8.3 3623 1.5 672 26.0 11356

Women 0.1 29 8.1 3560 2.2 974 0.0 8 3.9 1684 1.2 504 3.8 1670 1.0 430 7.6 3310
’21 49 40832 X/U 0.0 0 0.0 14 0.0 0 0.0 0 0.0 7 0.0 0 0.0 13 0.1 40 0.0 12

Men 0.2 63 15.9 6510 6.0 2460 0.1 22 11.9 4849 3.2 1302 7.5 3054 1.5 623 25.7 10502
Women 0.0 18 7.7 3150 2.4 989 0.0 12 4.1 1672 1.3 512 3.6 1452 0.9 385 7.8 3171

’22 38 19673 X/U 0.0 0 0.0 2 0.0 1 0.0 0 0.0 2 0.0 0 0.0 0 0.0 4 0.0 4
Men 0.1 25 12.3 2413 6.3 1247 0.1 19 12.8 2515 4.4 871 6.9 1356 1.8 349 28.5 5611

Women 0.1 10 5.8 1134 2.7 534 0.0 8 4.2 831 1.8 349 2.5 490 0.8 166 8.8 1732
Table 1: Description of aggregate counts in the dataset for enrollment in CS 1

Next Steps:Conduct focus groupswith students in areas of concern.
Why are these specific students failing or withdrawing at higher
rates, in their opinion? Is this a trend across terms, for one term or
for one type of term (e.g., Falls)? Are there differences by instructor?

Q3: Do course outcomes for different terms at your institution fol-
low a predictable pattern (such as a consistent discrepancy between
fall and spring cohorts)? (See Section 4.2)
Next Steps: Same asQ1. Analyze student population changes term-
to-term, taking care to see when non-majors or major-discoverers
are taking the course. Are the differences based on the instructor?

Q4: Did your institution launch any interventions? What happened
during these terms and those following? (See Section 4.1)
Next Steps: Are there numeric changes for any intersectional
groups following these interventions? Do the changes persist over
multiple terms? Check both the course with the intervention (e.g.,
CS 1) and the course(s) following (e.g., CS 2).

Each case study that follows represents our experience working
directly with three of our partner schools and their interventions
and reflections.

4.1 Case Study: An Intervention that Reduces
Withdrawal Rates

For the first case study, we focus onQ1,Q2, andQ4. In this example,
we begin from a non-intersectional standpoint to look at aggregate
PFW rates and then use an intersectional lens to bring increased
understanding. This example showcases the identification of prob-
lematic withdrawal rates, the implementation of an intervention
to counteract these rates by addressing the different levels of prior
experience in a CS1 course, and the use of intersectional analysis to
verify the success of the intervention. Interventions such as this one
are based on broad prior work that shows addressing the difference
in experience level is a key component of BPC efforts and student
experience in CS1 [2, 5, 7, 10, 23].

Institution X, a large R1 research university in the U.S., had a
pass rate of 0.7 in their CS1 course in Fall 2018. Figure 1 shows
the evolution of this institution’s pass rate in CS1 over four years.

SP.18 FA.18 SP.19 FA.19 SP.20 FA.20 SP.21 FA.21 SP.22
0.0

0.2

0.4

0.6

0.8

1.0

Ra
te

Pass Rate
Fail Rate
Withdrawal Rate

Figure 1: Pass, withdrawal, and fail rates over time at Inst. X

Looking more closely, Inst. X’s fail rate was only 0.05 while its
withdrawal rate was 0̃.25 in Fall 2018. This begs the questions: 1)
why are students withdrawing? and 2) are all students having a
similar experience? We focus on the second of these questions.

Inst. X analyzed the PFW rates of groups for all intersectional
identities. When pass rates were low in 2018, women were with-
drawing at higher rates than their male peers–0.33 versus 0.24.12
Just describing the rates by gender alone is not sufficient to answer
the question of “are all students having a similar experience?” Ta-
bles 2 and 3 show the evolution of withdrawal rates for women
and men, respectively, separated by racial identity.13 These tables
show that within gender identity, not all subgroups are having the
same experience in CS1–that both race and gender are critically
important to consider.

Having identified a problem (high withdrawal rates) and the
groups of students most susceptible to the problem, Inst. X imple-
mented an intervention in Spring ‘19. They bolstered curricular
supports and developed a new program to better meet students
with differing levels of prior coding experience. Figure 1 shows a

12Women made up only 30% of CS1.
13For all tables and graphs in Section 4, entries are only shown if there were more than
five students in the indicated subgroup enrolled in CS1 during the term in question.
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Term Asian Black Latina Multiple Non-Res. White
SP.18 0.60 - - - 0.32 0.24
FA.18 0.31 - - - 0.41 0.29
SP.19 0.08 0.11 - 0.12 0.05 0.02
FA.19 0.03 0.20 - 0.00 0.05 0.06
SP.20 0.09 0.07 0.00 0.11 0.04 0.07
FA.20 0.03 0.19 - 0.12 0.04 0.04
SP.21 0.00 0.11 0.33 0.00 0.06 0.02
FA.21 0.02 0.12 0.14 - 0.00 0.06
SP.22 0.09 0.26 0.14 0.00 0.06 0.02

Table 2: Withdrawal rates at Inst. X by race for women

Term Asian Black Latino Multiple Non-Res. White
SP.18 0.23 0.61 0.36 0.25 0.18 0.22
FA.18 0.27 0.35 0.22 0.20 0.19 0.20
SP.19 0.08 0.07 0.09 0.14 0.08 0.09
FA.19 0.05 0.05 0.00 0.08 0.09 0.05
SP.20 0.11 0.18 0.00 0.06 0.06 0.06
FA.20 0.04 0.24 0.00 0.00 0.02 0.03
SP.21 0.05 0.11 0.07 0.00 0.02 0.02
FA.21 0.04 0.10 0.13 0.05 0.00 0.05
SP.22 0.04 0.20 0.10 0.00 0.06 0.07
Table 3: Withdrawal rates at Inst. X by race for men

remarkable improvement in pass rates overall. Beyond relying on
verbal reports from people at Inst. X that this intervention was suc-
ceeding, we can confirm its success for all intersectional identities
across race and gender. In Tables 2 and 3, we see the rapid decline
of withdrawal rate across gender from Fall ’18 to Spring ’19. We
further inspect Spring ’19 by subdividing the data based on both
gender and race and observe that the withdrawal rates for women
plummeted. During this term, all populations of women with more
than five students (Asian, Non-Resident, and White) experienced
large drops. This is a good indication of the success of the interven-
tion because when it was implemented, all intersectional identities
analyzed benefited from the intervention and the variability among
groups was greatly reduced. While men did not experience with-
drawal rates as low as women 14 we see a significant improvement
in variability of experience among all intersectional groups.

It is important to continue tracking intersectional data over time
to reveal if an intervention is durable in its “sticking” power. When
we inspect the data after Spring ’19, we can add nuance given the
shifting populations of the course as a whole (rising populations
of Black and Latina women in particular) as well as see changes
within subgroups over time. In Table 3 in particular, we see that
between Spring ’20 and ’22, Black men are withdrawing at a higher
rate than their non-Black peers. This indicates an area for further
improvement in the future. We see similar notes for Black and
Latina women in Table 2. All three of these groups have lower
representation in CS1 at Inst. X than other intersectional identities,
representing just 3.9% of the students in CS1 on average.

Looking at data in this way enables an institution in identifying
problem areas and answer guiding questions to identify solutions,

14Initially, the intervention actively recruited women of all races, but did not exclude
or discourage men. It now focuses on all students without prior coding experience.

Term Pass Rate Y % Change Y Pass Rate Z % Change Z
FA.18 - - 0.92 -
SP.19 - - 0.71 -0.23
FA.19 0.74 - 0.90 0.27
SP.20 0.81 0.10 0.76 -0.16
FA.20 0.66 -0.19 0.87 0.14
SP.21 0.70 0.06 0.68 -0.21
FA.21 0.64 -0.09 0.80 0.18
SP.22 0.74 0.16 0.68 -0.17
FA.22 0.74 0.01 - -

Table 4: Pass rates and percent change between semesters for
Inst. Y and Inst. Z that exhibit sawtooth patterns

e.g., “is this a sustained problem or a one-off occurrence?” or “is
this an issue that is only associated with fall or spring term or
is it associated with both terms?” or “is one intersectional group
having a different experience in the classroom than the others?”
An affirmative answer to the last question would indicate that the
environment itself may be hostile to one or more sub-groups of
students and Inst. X should conduct student focus groups.

4.2 Case Study: Sawtooth Graphs
In this case study, we focus onQ3. In our dataset 14 of the 46 schools
on a semester schedule demonstrated a significant sawtooth pattern
in pass rate. That is, when comparing pass rates in fall terms versus
pass rates in spring terms, the difference between the two was not
only visually identifiable but statistically significant at p-value <
0.1. To run this analysis, we conducted two tests:
Pass rates. We conducted paired t-tests to determine if pass rates
from fall terms were significantly different than pass rates from
spring terms. This flagged 8 institutions.
Change in pass rates. We calculated the change in pass rate from
the previous term for each term (e.g., a 0.91 in Fall ’18 to a 0.71 in
Spring ’19 is a change of -0.23), then grouped fall changes together
and spring changes together and conducted t-tests to determine if
changes in pass rates were significantly different. This flagged 11
institutions, of which 5 had already been flagged by the pass rates.

Comparing raw pass rates captures schools like Inst. Z, an R1
public university, where pass rates in fall terms are between 0.80
and 0.92 and pass rates in springs terms are between 0.68 and 0.76,
as shown in Table 4. Schools like Inst. Y, a large R1 land-grant
state school, are not flagged by raw pass rate differences because
there is some overlap in pass rates between falls and springs at
this institution. However, springs are improvements over falls so
comparing change in pass rates does capture schools like Inst. Y.

All 14 institutions have a characteristic sawtooth pattern in pass
rates when inspected visually, with the majority having higher pass
rates in the fall than the spring. The sawtooth pattern is relatively
common for a number of reasons. For example, at Inst. Z, next
steps would identify that a high number of students who take CS1
during an off semester (spring, in this case) are either re-taking the
course because they did not pass previously or because they did
not enter the institution intending to major in computer science.
Indeed, discussion with Inst. Z confirmed that the spring population
for CS1 includes non-majors, whereas the fall population does not.
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These observations should guide future interventions, which need
to take into account the different populations in the course in spring
semesters. Inst. Z might further benefit from asking whether or not
this is a CS1 course that in fact requires previous coding experience.
A third analysis would look at who is teaching in fall/spring.

4.3 Case Study: Identifying Struggling Groups
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Figure 2: Pass, withdrawal, and fail rates over time at Inst. Z

As a final example, we do further analysis of Inst. Z as referenced
in Section 4.2. In this case study, we focus onQ1 andQ2. Examining
overall pass, withdrawal, and failure rates, shown in Figure 2, we
observe three trends: 1) the overall pass rate is going down over
time; 2) there is a strong sawtooth pattern in which fall terms have
significantly higher pass rates; and 3) the overall decrease in pass
rate is largely driven by increases in withdrawal rather than fail
rate, though the proportionality over time is shifting.
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Figure 3: Withdrawal rates for Inst. Z by race for women

The follow-up question (Q2) of whether or not all intersectional
groups are following similar trajectories is illuminated by visualiz-
ing withdrawal rates by both race and gender, shown in Figures 3
and 4. These graphs show that the increase in withdrawal rate is
unevenly experienced across intersectional identities.

Inst. Z is an HSI. Notice in Figures 3 and 4 the spike in with-
drawal rate for Latinx students in Spring ’21. Not only are these
students withdrawing at higher rates than other students, they
were 26% of the class in Spring ’21 when Latino men withdrew at
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Figure 4: Withdrawal rates at Inst. Z by race for men

a rate of 0.44 and Latina women withdrew at a rate of 0.62. The
intersectional subgroups that made up more than a quarter of the
course’s population withdrew at alarmingly high rates. While we
can make overall hypotheses about why pass rates were so low in
Spring ’21 by looking at general trends in Figure 2, we can’t under-
stand the full picture until we understand that Latinx students and
Latina women in particular were differently affected that term than
students of other intersectional identities.

This analysis shows PFW rates should be carefully tracked for
Latinx students to see if Spring ’21 was an anomaly, or if further
intervention is warranted. Inst. Z further suggested that the rates
in these groups may be influenced by COVID policies and proce-
dures. In addition to taking the steps suggested in Section 4.2, these
hypotheses could be investigated by conducting focus groups with
students of different intersectional identities who have taken and
attempted to take CS1 at Inst. Z.

5 CONCLUSIONS
This work shows that gathering intersectional, longitudinal data is
not only possible but it is also essential to understanding the overall
health of an educational program. This is particularly important in
computing given that prior work has shown that different groups
of students have vastly different experiences in our classrooms.
We show that institutional research offices have this data and are
willing to provide it given the appropriately formatted ask. We used
our experience gathering this data from 52 different institutions to
develop guiding questions and actionable next steps. Finally, we
demonstrate analyses based on these questions that an individual
institution can perform to gain insight into their programs. The
three case studies highlight that while aggregated views of data
are sometimes helpful, inspecting it with an intersectional lens
is essential to measuring both the efficacy of interventions and
identifying pain points that may need to be addressed. We welcome
additional schools in our data collection program, not linked to
grant funding.
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