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ABSTRACT
This research presents a real-time automotive sensing system for
the data of urban garbage disposal. The proposed solution is imple-
mented on an edge computing device mounted on garbage truck
where a deep learning based image processing algorithm is imple-
mented to automatically counted the number of collected garbage
bags from garbage collection video. A MQTT-based data server was
developed to enable data publication from sensing device to server
and data accumulation and to facilitate application development.
Our system has the functions of high concurrency and low trans-
mission delay, offline reconnection, breakpoint transmission and
client authentication. This work is to provide a real-time, low-cost,
reliable and replicable system for the implementation of a wide-
spread sensing network for automotive edge computing and smart
city applications.

CCS CONCEPTS
• Information systems → Location based services; • Human-
centered computing → Empirical studies in ubiquitous and
mobile computing.

KEYWORDS
MQTT, automotive sensing, edge computing, garbage collection,
smart cities
ACM Reference Format:
Wenhao Huang, Kazuhiro Mikami, Yin Chen, and Jin Nakazawa. 2023. Real-
Time Image-Based Automotive Sensing: A Practice on Fine-Grained Garbage
Disposal. In The International Conference on the Internet of Things (IoT 2023),
November 07–10, 2023, Nagoya, Japan. ACM, New York, NY, USA, 8 pages.
https://doi.org/10.1145/3627050.3627058

1 INTRODUCTION
The generation and management of garbage in cities are closely
linked to our daily lives. Along with the economic development
and increase of global population, the overall amount of garbage
disposal is constantly increasing and has been affecting the environ-
ment and is considered to be critical to the sustainable development
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of the planet. For example, according to the report of [13], in fiscal
year 2021 the per capita daily average value of garbage disposal in
Japan was 901g, which leads to 2.1 trillion JPY cost on administra-
tion, and it is predicted to continually increases in future. To fulfil
the sustainable development goals and for better recycle and save
management cost, it is necessary to collect fine-grained information
about garbage collection and real-time collection status of garbage
trucks to optimize the policy of garbage management and recycling.

Collecting urban data in a citywide scale plays a fundamental
role in the research, development and implementation of smart
cities [1]. Managers of garbage disposal facilities could use these
sensing data to understand the current garbage collection status
in real time. They could also use the recorded historical data to
understand the cumulative fine-grained garbage disposal in various
regions, and allocate vehicle resources, human resources and costs
reasonably. At the same time, it can also promote environmental
management within the city.

Different from many of the other countries, the garbage col-
lection in Japan is conducted periodically in a door-to-door way,
making it difficult to develop a fine-grained sensing system for its
garbage disposal amount. In Japan, house waste is first classified
by inhabitants and put in to specified garbage bags (e.g., burnable,
nonburnable, plastics), which will be placed in front of their house
or a nearby garbage station according to a collection schedule made
by local governments. The garbage collection workers will drive
garbage trucks to collect these bags around the city in every col-
lection day (typically every weekday). In this way, most of the
smart garbage collection solutions that rely on sensors mounted
on garbage bins will not work [12].

To overcome the challenges of garbage sensing, Mikami et al.
proposed DeepCounter [12], an automotive sensing system where
deep learning based image processing technology is used to au-
tomatically count the number of collected garbage bags from the
video taken through a camera mounted on the rear of a garbage
truck in order to generate a fine-grained spatio-temporal distri-
bution on the amount of disposed garbage in cities. While the
researchers of DeepCounter validate the preliminary feasibility of
the proposed sensing approach, only an off-line evaluation using
garbage collection video data recorded from garbage trucks was
conducted.

In this study, we implemented a practical sensing system on
garbage trucks and evaluated its performance during daily garbage
collection in Japan. Considering the massive deployment of the
system in the future and the real-time communication of a large
amount of data, we adopt the MQTT protocol as the basis of in-
formation interaction of the system. MQTT is a Client Server
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publish/subscribe messaging transport protocol. It is light weight,
open, simple, and designed to be easy to implement. These char-
acteristics make it ideal for use in many situations, including con-
strained environments such as for communication in Machine to
Machine (M2M) and Internet of Things (IoT) contexts where a
small code footprint is required and/or network bandwidth is at a
premium [2].

The purpose of this study is to develop a real-world installation
of the proposed systems. In particular, the following requirements
are essential.

1) The sensing device needs to be mounted on trucks and is able
to on-site processing of the proposed sensing algorithm integrating
deep learning based object detection.

2) The sensing data of garbage disposal should be published
wireless to a data server in real-time.

3) The received data can be subscribed and recorded for future
application study.

Notice that the previous work of DeepCounter [12] mainly con-
ducted off-site evaluation using pre-recorded garbage collection
video to validate the feasibility of the idea. Compared with [12] ,
this paper makes the following contributions.

• At first, to evaluate the performance of the proposed system in
real-world installation, we conducted development to implement
a sensing device that can be mounted on garbage trucks with re-
quired functions of GPS reception, mobile communication, and data
publication via the MQTT protocol. We also developed a data server
based on MQTT broker where the data can be accumulated and
utilized for application development.

• Secondly, for better sensing performance, we used the YOLOv5s
[16] model instead of a customized tiny-SSD (Single Shot Detector)
model used in [12] for object detection and DeepSORT [19] for
object tracking.

•Moreover, to validate the performance of the developed system,
we deployed the sensing device to 13 garbage collection trucks.
Moreover, to demonstrate the collected data, a web visualization
application of fine-grained garbage disposal data was developed in
conjunction with Kepler.gl [11] and OpenStreetMap (OSM) [3] to
monitor garbage collection in real time and analyze historical data.

This paper is organized as follows. Section 2 describes related
works. Section 3 describes our proposed system architecture. Sec-
tion 4 describes the application implementation and evaluation
of our system. Section 5 and section 6 present the performance
evaluation and lessons learned in our development. Finally, section
7 concludes this paper.

2 RELATEDWORKS
2.1 Smart Garbage Collection Sensing
There has been some research on smart sensing for garbage collec-
tion and management. In different countries and regions, garbage
and waste management methods are also different. Much of the
current research was carried out by measuring the amount of waste
and garbage collected in bins based on low cost and low power
IoT sensors. In [14], the weight and volume of waste thrown in the
waste bins are collected by economical sensors and then sent to
cloud server using a micro-controller and GPRS. This data is used
to find the waste collection schedule to maximize the collection.
In [17], the researchers propose a framework based on Kafka and

Spark aiming at collecting, monitoring and processing streams of
data received in real-time by IoT sensor devices while measuring
the waste level of waste bins in a distributed environment. Katura
et al. proposes a waste monitoring and collection planning system
based on narrow-band Internet of Things (NB-IoT) that includes
smart bins equipped with ultrasonic sensor that detect the fill level
and type of waste, as well as a web-based platform for real-time
monitoring and decision-making support [10].

The sensing system proposed in this paper are deployed in an on-
board garbage collection sensing system, DeepCounter [12]. This
is an automotive sensing system where deep learning based image
processing technology is used to automatically count the number
of collected garbage bags from the video taken through a camera
mounted on the rear of a garbage truck in order to sense a fine-
grained spatio-temporal distribution on the amount of disposed
garbage in cities. Table 1 summarized the implementation details
of the systems developed in this work and those of [10] [12] [14].

Table 1: Comparison of related works about smart garbage
collection sensing.

Sensing De-
vices

Sensing
Methods

Sensing
Objects

Data
Transmis-
sion Media

This
Work
(Japan)

EDGEPLANT
T1 Jetson TX2

Camera Garbage
bags
thrown
in truck

4G/LTE

Work
in [12]
(Japan)

NVIDIA
Jetson TX2

Camera Garbage
bags
thrown
in truck

None (Off-
site)

Work
in [14]
(Greece)

Arduino Ultrasonic
sensor

Waste
fill level
of bins

GPRS

Work
in [10]
(China)

STM32 Ultrasonic
and Gas
sensors

Waste
fill level
of bins

BC95 NB-
IoT

2.2 Real-Time Image Processing-based
Automotive Sensing

Recently, with the development of technologies related to smart
cities, the research on automotive sensing has been extensively
invested in the collection of various information and data in cities.
It utilizes the mobility of automobiles to realize a wide sensing area
with relatively few sensors [1].

Real-time image processing-based automotive sensing is a rapidly
evolving field that involves the use of advanced computer vision
techniques to analyze visual data captured by cameras mounted on
vehicles in order to improve safety, efficiency, and driver assistance,
as well as to provide multi-dimensional sensing data that can be
sensed by the vehicle’s movement. Sivaraman et al. proposed a
synergistic approach to integrated lane and vehicle tracking for
driver assistance [15]. Without specific hardware and software op-
timizations, their fully implemented system runs at near-real-time
speeds of 11 frames per second. Dong et al. present the techniques
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to simultaneously detect the fatigue and distracted driving behav-
iors using vision and learning based approaches [6]. They use facial
features to detect the open/close of eyes, yawning and head pos-
ture. The random forest is adopted to analyze the real-time driving
conditions.

In addition, some researches make use of the characteristics of
automotive sensing to carry out the sensing of real-time passenger
flow in urban transportation. Huang et al. proposed a bus crowd-
edness sensing system which exploits deep learning-based object
detection to count the numbers of passengers getting on and off a
bus and thus estimate the crowdedness of city buses in real time [9].

3 SYSTEM ARCHITECTURE

Figure 1: Real-time Sensing System Architecture

3.1 Sensing Device
In this paper, our sensing device uses an embedded AI computing
device based on Jetson TX2, which utilizes a CPU+GPU heteroge-
neous mode to deploy a YOLOv5s [16] V4.0 network model and
DeepSORT [19] for real-time sensing of fine-grained garbage dis-
posal. The system architecture of the sensing device is shown in
Fig. 1. The computing device is connected to some devices, includ-
ing the drive recorder camera, the USB video capture module, the
WWAN module, the GNSS module and the external storage devices.
The drive recorder camera is used to get the video data of garbage
collecting process. The WWAN module is designed to enable the
embedded device to connect to the Internet. The GNSS module is
to get the truck location, speed and time information. The external
storage devices are used to store historical sensing results and the
historical video of garbage collecting process.

The real-time detection of garbage disposal is to estimate the
number of garbage bags thrown into the container of a garbage
truck. The video of collecting processwill be processed by aDetection-
Tracking-Counting (DTC) [12] algorithm running on the embedded
AI computing device. The DTC algorithm consists of three pro-
cesses: object detection, tracking and counting. The DTC algorithm
first detects the location of targeted garbage bags from each frame,
then tracks each detected bag via the relative locations in succes-
sive frames and finally counts it as collected when the location of a
tracked bag satisfies a pre-defined condition. The practical sensing
sample of garbage bag counting by DTC algorithm is shown in
Fig. 3. In this figure, as the number of garbage bags thrown into the
garbage collection truck increases, so does the sensing count in the
upper left corner of the figures.

Figure 2: The workflow of embedded sensing device.

Figure 3: A practical example of garbage counting by
Detection-Tracking-Counting (DTC) algorithm. Using object
detection and tracking, the number of garbage bags put into
the garbage collection truck is counted.

After the data of garbage disposal volume is obtained, the sens-
ing data messages to be published are generated by combining with
the spatio-temporal geographic information. The sensing data mes-
sage consists of seven parts, including the SoC serial number, time
and date, latitude, longitude, speed, garbage disposal volume, and
garbage truck number. The sample messages are shown in Fig. 4

Figure 4: Sample messages of sensing data. (SoC serial num-
ber, time and date, latitude, longitude, speed, garbage disposal
volume, and garbage truck number)

In this system, the embedded sensing device will publish a mes-
sage every second to the MQTT broker. QoS level setting is very
important in MQTT protocol communication. The Quality of Ser-
vice (QoS) level is an agreement between the sender of a message
and the receiver of a message that defines the guarantee of delivery
for a specific message. There are 3 QoS levels in MQTT: QoS 0,
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at most once; QoS 1, at least once; QoS 2, exactly once [8]. In the
message transmission of this system, because the outdoor cellu-
lar network is used, the network connection is often unstable, as
well as duplicate data has no impact on information collection and
processing, so we choose QoS 1 to ensure that the information is
published at least once. In the case of QoS 1, messages may publish
multiple duplicate data due to unstable connection. In this system,
we control whether to publish data by obtaining the MQTT connec-
tion state in real time, so as to control the sensing data cache when
the network is disconnected and reduce the occurrence of duplicate
data as much as possible. The MQTT connection state represents
the state of the connection between the MQTT client object and
the MQTT broker, and it also reflects the network connection state
of the sensing device. If MQTT client returns a connection error
or the message publishing process cannot obtain connection, the
process will not be interrupted and try to reconnect. Meanwhile,
the recently collected garbage sensing data will be temporarily
stored in a cache before being transmitted. After confirming that
theMQTT connection is connected, the cached data will be reissued.
We ensure data integrity through the above workflow and methods.
As for the data transmission time of this system, we expect it can
be managed below 100ms. To evaluate the real-time performance
of data transmission, it will be calculated in conjunction with the
delay on the server-side subscription.

Some measures have also been taken to ensure the security and
confidentiality of the transmitted data. To prevent unauthorized
clients from publishing unauthorized data and subscribing data, the
system uses usernames and passwords to authenticate devices and
clients. In terms of authentication, the SHA256 hashing algorithm is
utilized to hash passwords and improve security. After the sensing
data is published, it will be processed by MQTT-based data server.

3.2 MQTT-based Data Server
The data server is a combination of a MQTT broker, a database and
an application interface server. The workflow of the data server is
shown in Fig. 5. We use EMQX [7] as the MQTT broker for real-time
data Pub/Sub [4], saving historical sensing data and data processing
for web applications. The historical data API will be invoked to
access the database only when historical data is requested by the
web application. The design of the data server relies on the MQTT
broker for the primary sensing data exchange, reduces the coupling
of devices and functions, minimizes the frequent invocation of
application interfaces, and facilitates further development, system
maintenance, and service migration.

The workflow is mainly divided into real-time data processing
and historical data processing, among which the real-time data is
divided into the real-time data storing process and the web vir-
tualization application directly subscribe to the real-time sensing
data. First, the message subscription API will connect to the MQTT
Broker to subscribe the messages of all topics and parse sensing
data. To avoid overwhelming the database server due to a large
number of connected devices, the data is cached every second and
then inserted into the database in a single commit operation to
reduce the pressure on the database server and prevent it from
reaching its data processing capacity limit. An index was built in

Figure 5: The workflow of the MQTT-based data server.

the database based on timestamps using B+ trees to optimize the
performance of database queries.

To demonstrate the collected garbage disposal data, we devel-
oped a data visualization platform for real-time sensing data and
historical data. The system is visualized based on Kepler.gl [11] and
OpenStreetMap [3]. Kepler.gl is a powerful open source geospatial
analysis tool for large-scale data sets [11]. The demonstration ap-
plication directly obtains the latest data through subscription to
MQTT broker and obtains the historical data from the database by
invoking the developed web application API. The demonstration
application displays the real-time locations of garbage trucks and
the collected fine-grained garbage disposal. Please refer to Section 5
for specific demonstration examples.

4 EXPERIMENTAL IMPLEMENTATION
In our experiment system, we have deployed the sensing devices
into 13 trucks in three cities in Kanagawa, Japan by March, 2023.
The system is installed in the garbage collection trucks in Fuji-
sawa, Kamakura, and Yokosuka, as shown in Fig. 6(a), Fig. 6(b) and
Fig. 6(c).

For edge sensing devices installed in the garbage collection
trucks, the key hardware components are shown in Table 2. For the
power of the sensing devices, we utilize the 24V on-board power
supply from the vehicle’s battery and use the accessory signal to
control the power on/of the sensing device. When the engine turns
on, the system will start. After the engine turns off, the sensing
device will be shut down if the engine is not turned on back before
a countdown finished. We use the video taken by a camera mounted
on the rear of a truck as shown in Fig 6(c), which is part of the
driving recording system of the truck. For wireless communication,
there are several wireless communication candidates, for exam-
ple the NB-IoT, which provide low-power, low-cost and wide area
communication service. We choose 4G/LTE as our communication
protocol for the following reasons. First, the 4G/LET is much more
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Table 2: The detailed information of devices used in our sys-
tem.

Parts Details
Embedded AI Computing
Device

EDGEPLANT T1 Jetson
TX2 Ubuntu 18.04 Jetpack
L4T 32.7.1 CUDA 10.2

Camera Sony HDVCamera (for veri-
fication) / C4015R (on truck)

GNSS Module u-blox NEO-M8U
WWAN Cellular Module Sierra Wireless EM7430 4G

WWAN Module
Video Capture Module DriverGenius VDC2021
External Storage Device SanDisk Extreme SSD

mature and reliable, ensuring the smooth deployment of the studied
system. Also, there are certain 4G/LTE services in Japan which are
monthly priced in a reasonable price (typically 1000 JPY per month).
In these services, there are some communication limitations (e.g., a
communication rate up to 128 kbps.) but it is sufficient for the use
of our system. Moreover, the communication rate of these cellu-
lar services can be upgraded temporally when required, e.g., for a
system update, while it is difficulty if not impossible to fulfil such
heavy communication tasks in the NB-IoT or other LPWAN net-
works. To this end, we integrate the Sierra Wireless EM7430 Cat6
WWANmodule [18] and use the cellular network provided by NTT
Docomo [5]. The access points and ID provided by ISP are set in the
operating system. In our sensing system, we use the serial number
of the processor and the garbage truck number as the unique ID as
the client number of MQTT. We adopt some basic security methods
including the client device authentication in the MQTT commu-
nication and closing unnecessary ports in the sensing device to
prevent unauthorized external access.

For the implementation of the data server, we combine three
major components a loosely coupled whole. As described in the
Chapter 3, we use EMQX [7] MQTT broker for the Pub/Sub ser-
vice, MySQL for database, and Flask, a lightweight web application
framework written in Python, for internal data processing API and
application service. Regarding the physical server implementation,
the data server is currently set up in the laboratory of Keio Uni-
versity, using a Synology NAS and deploying all services based on
Docker containers.

5 DEMONSTRATION AND EVALUATION

Table 3: Sensing performance evaluation between this work
and [12]

YOLOv5s + DeepSORT
(This work)

Tiny-SSD + IoU
Tracking [12]

Precision 0.915 0.42
Recall 0.690 0.80
FPS Average 16.52 6.2

In this section, we evaluate the sensing performance, the system
functions and the real-time performance. Firstly, we compared the

(a) A Fujisawa garbage collection truck
equipped with the sensing system.

(b) The sensing device installed behind
the passenger seat of a garbage collec-
tion truck.

(c) The drive recorder camera mounted on the back
of a garbage collection truck.

Figure 6: Experimental implementation in the actual envi-
ronment.

sensing performance between this work and [12] in Table 3. From
Table 3, we can see that the both the precision and the processing
speed are improved greatly while the recall slightly decays, mainly
due to the YOLOv5s [16] and DeepSORT [19] algorithms. This
observation ensures the feasibility of real-world installation the
developed system.

The evaluation of the system function mainly includes the eval-
uation of the image processing algorithm of the sensing device of
the system, the collection of garbage disposal data, truck data and
geographic data, and the data processing under various network
connection status, including the data cache and publishing of the
sensing data. All functions designed and developed so far have been
validated. At first, we measured the processing performance of one
sensing device including its CPU/GPU usage and memory load. We
present the performance statistics of 690 sampling points measured
when the sensing algorithm is running in during minutes. We can
see from Fig. 7 that the average CPU load is 16%, the average GPU
load is 70.1% and the average memory consumption is about 3.6GB
(i.e., an average load of 94.1%). The result is expected because a deep-
learning based object detection model is used to detect garbage
bags, which requires high GPU and memory resources. While the
current system works stably in our evaluation, how to compress
the detection model to release more GPU/memory resources or
transplant it to a relatively low-end platform platform such as the
Jetson Nano is still a valuable direction.
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Figure 7: Evaluation of system hardware resources of one
sensing device including its CPU/GPU usage and memory
load

Figure 8: Evaluation of the processing time of each frame
varies during the collection process. The blue part represents
that the collection is in progress.

Recall that the whole processing of the sensing algorithm in-
cludes detection, tracking and counting. To evaluate the processing
time, we conducted experiment using a 30-minute garbage collec-
tion video and measured the processing time of each frame. At first,
the average per-frame processing time is 60.48 milliseconds, i.e.,
16.52 frames per second (FPS). Also, the Fig. 8 demonstrates how the
processing time of each frame varies during the collection process.
In the Fig. 8, the X-axis represents the sequence number of each

frame, and the Y-axis represents the processing time of each frame.
The parts included in blue squares represent the time periods of
garbage collection and the others represent those without collection
activity such as during movement. We can see from Fig. 8 that for
the frames when garbage bags are detected and tracked, i.e., during
collection, the processing time slightly increases than the others.
This phenomenon can be explained as follows. When there are
bags detected, the DeepSORT algorithm will start to work and thus
result in more processing time. It is also notable that the increased
time of DeepSORT is not significant than that of object detection.
This implies that the object detection is the major bottleneck for
further improvement on the overall performance.

Meanwhile, to ensure all the sensory data are published even in
the cases including temporary network disconnection, the sensory
data including timestamp will be temporarily stored in a cache
until been transmitted. Once the MQTT connection is available,
the cached data will be published in a FIFO pattern. Please notice
that the cache mainly serves as a backup mechanism whose usage
is very low because the typical communication requirement is
about 166 bytes, i.e., sending one packet per second. Meanwhile,
the communication rate of the cellular service is 128 kbps in theory.
Due to this reason, the cache load is extremely low and does not
place significant effect on system performance.

We have extracted three days’ running data from the data back-
ground of MQTT Broker. Within three days of the garbage collec-
tion operation, the data throughput is about 250 pieces of data every
two minutes (the packet size for each piece is approximately 166
bytes), and no messages have been dropped. Data integrity is fur-
ther evaluated by comparing the history of the original data stored
in the sensing device with the historical data in the database re-
ceived from MQTT broker. All data were published and subscribed
correctly, including data that was temporarily cached when there
was no network connection.

Figure 9: The time separation of the various parts of the
process from data acquisition to data received by the MQTT-
based server.

In terms of system real-time performance evaluation, the data
processing of the sensing system is mainly divided into image
processing based on deep learning and data transmission time.
In order to measure the real-time performance of the system, we
measure the two parts respectively and take the arithmetic mean
value, and use them to evaluate the real-time performance of this
sensing system. Since that the timestamp of the data received by
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the data server cannot be obtained directly from the MQTT broker,
we set the MQTT subscriber client for delay evaluation hosted by
the same machine of the data server so that the delay from MQTT
broker to subscriber is neglectable. Therefore, in our evaluation, we
use the timestamp when a published data received at the subscriber
for delay evaluation. As shown in Fig. 9, we illustrate the total
process from video capture to data reception. 𝑇𝑠 represents the
processing time from video capture at camera to data publishing.
𝑇𝑡 represents the time from data publishing to data reception at
data server. 𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑃𝑢𝑏 represents the timestamp of when the
sensing data is published.𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑆𝑢𝑏 represents the timestamp
of when the sensing data is subscribed. 𝑇𝑎𝑙𝑙 represents the total
processing time of the sensing data. The related equations for the
real-time performance evaluation are as follows.

𝑇𝑡 = 𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑆𝑢𝑏 −𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑃𝑢𝑏 (1)

𝑇𝑎𝑙𝑙 = 𝑇𝑠 +𝑇𝑡 (2)

We used the frame processing speed recorded in the change
of garbage disposal quantity to estimate the processing time of
garbage disposal volume sensing. In the real-time evaluation of
image processing of truck-mounted sensing device, the average
time taken to process each frame of a 30-minute video of the garbage
collection process was collected. The frame rate is 16.52 frames
per second (FPS), which means that one frame takes about 60.48
milliseconds to be processed.

In the real-time evaluation of sensing data transmission byMQTT,
1800 times of data transmission time is collected. For this evalua-
tion, data transfer time is defined as the time it takes from the time
the sensing message is published to the time it is received by the
data subscriber. The data transfer time is calculated based on the
difference of the timestamp.

After obtaining the processing time of garbage collection volume
sensing based on deep learning and the time of data transmission,
the overall system performance evaluation results can be obtained
as shown in Table 4. The average time required for image processing
is about 60.48ms. The average communication delay in transmission
is about 16ms. Thus, the average time including processing and
communication in the current system is 76.48ms. It can be seen from
the data that the processing of image data based on deep learning
takes more time, but in general, the acquisition of real-time sensing
data is realized.

Table 4: Real-time performance evaluation results.

¯𝑇𝑎𝑙𝑙 𝑇𝑠 𝑇𝑡

Arithmetic Mean (Millisecond) 76.48 60.48 16.0

In terms of data analysis and application, as described in Chap-
ter 3, a real-time fine-grained garbage disposal monitoring and
historical data analysis platform has been developed by combining
sensing data with open source geospatial analysis tool. The screen-
shots of the data platform are shown in Fig. 10. which are taken from
real-time data and historical data at March 30, 2023. In this visual-
ized data application, users can view the current real-time garbage

(a) Visualized fine-grained garbage disposal data for Yokosuka.

(b) Historical routes and real-time locations of garbage collection trucks can be seen
from the data platform.

(c) Move the mouse over each bar shows the information regarding the overall
quantity of garbage disposal details for a particular region. In this figure,“sum of
new" represents the amount of newly increased garbage disposal within the range
from that date to now, and “total points" represents the total amount of sensor data
messages received within this range.

Figure 10: Visual fine-grained garbage disposal sensing data
application.
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disposal sensing data, view historical data, and reproduce the pro-
cess of garbage collection by selecting the timestamp for animation
play. In Fig. 10(a), it shows how the volume of garbage collected
can be distributed by region by combining sensing data and maps.
A 3D bar chart is used to represent the amount of fine-grained
garbage handled. The higher the height of the bars, the higher the
amount of garbage disposed within the range. The granularity of
fine grain can be changed to visualize the amount of garbage dis-
posed from different ranges of city areas. The continuous colored
dots in Fig. 10(b) represent the path of the garbage collection trucks.
The real-time location of garbage collection trucks currently in
operation is showed by using a 3D truck model. In Fig. 10(c), mov-
ing the mouse over each bar shows the information regarding the
overall quantity of garbage disposal details for a particular region.

6 LESSON LEARNED IN THIS STUDY
In Section 5, we have validated that the developed system is able to
conduct a fine-grain sensing on urban garbage disposal in Japanese
cities. All the heave processing can be finished on the vehicular
sensing device mounted on trucks, so that we can publish sensory
data to data server with mobile network in real time. Moreover, the
object detection consumes the most GPU and memory resources
while the DeepSORT for object tracking only incurs insignificant
processing delay but makes remarkable performance improvement
than the previouswork of [12]. This result inspires us that we should
place more effects to improve the object detection process for less
GPU and memory consumption. For device and system safety, it is
notable that the sensing devices are deployed in an environment
without sufficient physical protection. How to identify the potential
security threats and develop corresponding solutions to enhance
the security of such systems can be a good future direction.

To demonstrate the collected data, we developed a preliminary
data visualization and observed interesting spatial distributions of
the garbage disposal. It is notable that the behaviors of garbage
disposal are highly related to social, geometric and environmen-
tal factors, cross-domain and comprehensive data analysis would
produce many interesting and useful applications. For example, we
are planning to develop an estimation algorithm to estimate future
disposal volumes to help collection workers refine their collection
plans. Also, we are studying how to use disposal data to change the
inhabitants’ behavior in garbage disposal. Since such fine-grained
data of garbage disposal is not available before, it is reasonable
to expect that a series of new research results in data science and
application study can be born from the output of this study.

7 CONCLUSION
This paper reported our development of real-time fine-grained
garbage disposal sensing system. The system consists of sensing
devices mounted inside the garbage truck and the MQTT-based
data server. Through the visual data platform, the proposed solution
allows users to obtain real-time sensing data such as fine-grained
garbage disposal, truck location, and truck operation data. Function-
ally, MQTT protocol and data cache ensure data integrity, real-time
performance and loose coupling. Developers can expand functions
based on the data interface of application server according to ap-
plication requirements. The data transmission performance and

function effectiveness of the system are verified. The architecture of
the system can be applied not only to the garbage disposal sensing
described in this article, but also to real-time automotive sensing
systems with similar requirements.
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