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ABSTRACT

Creating and deploying customized applications is crucial for oper-
ational success and enriching user experiences in the rapidly evolv-
ing modern business world. A prominent facet of modern user expe-
riences is the integration of chatbots or voice assistants. The rapid
evolution of Large Language Models (LLMs) has provided a pow-
erful tool to build conversational applications. We present Walert,
a customized LLM-based conversational agent able to answer fre-
quently asked questions about computer science degrees and pro-
grams at RMIT University. Our demo aims to showcase how conver-
sational information-seeking researchers can effectively communi-
cate the benefits of using best practices to stakeholders interested in
developing and deploying LLM-based chatbots. These practices are
well-known in our community but often overlooked by practition-
ers who may not have access to this knowledge. The methodology
and resources used in this demo serve as a bridge to facilitate knowl-
edge transfer from experts, address industry professionals’ practical
needs, and foster a collaborative environment. The data and code
of the demo are available at https://github.com/rmit-ir/walert.
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1 INTRODUCTION

Conversational agents based on Large Language Models (LLMs)
such as OpenAI's ChatGPT! provide many benefits to stakeholders,
reducing the cost of various tasks by saving time and resources, es-
pecially for closed-domain questions such as translating responses
into different formats, retrieving policy documents, and preparing
legal document drafts [5]. However, two major concerns arise in this

Lhttps://openai.com/
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setting: (i) the risk of giving away sensitive data about the organiza-
tion [7, 19]; and (ii) the limited access to structured and comprehen-
sible documentation might impede practitioners (e.g., data scientists
without a strong background on information retrieval) grasp of the
principles, theories, and best practices influencing product quality.
Efforts have been taken in this direction of bringing together re-
searchers and experts in conversational information-seeking with
industry practitioners to deal with real-world problems - as in the
case of Amazon’s Alexa Prize challenges [1, 14, 16].

We aim to combine our diverse research expertise in machine
learning, natural language processing, and information retrieval, to
bring conversational search knowledge into action and address best
practices for building an LLM-powered chatbot. Our goals are to
explore the challenges and approaches for implementing a chatbot,
compare various methods, and offer best practices in evaluation that
stakeholders (not necessarily experts in conversational information
seeking) can effectively use to assess and improve the quality of
chatbot products.

Using a manually curated Frequently Asked Questions (FAQ)
guide from RMIT University’s School of Computing Technologies as
aKnowledge Base (KB), we were able to implement a conversational
agent, named Walert?, that allows potential future students to get
answers to questions related to the computer science programs
offered at RMIT University.>

In this demo, the primary focus was to characterize the chal-
lenges associated with integrating LLMs into the development pro-
cess of voice-based conversational information-seeking systems
based on an existing KB. The process allowed us to address chal-
lenges related to (i) handling private/sensitive information by de-
ploying our instance of an open-source LLM; (ii) monitoring the
problem of hallucinations (i.e., the introduction of facts that are
not true) [9] and generation of inaccurate information by using
a human-in-the-loop approach [6] and the inclusion of out of KB
questions in our testbed; and (iii) evaluating the effectiveness of
intent-based using Natural Language Understanding (NLU) and
Retrieval-Augmented Generation (RAG), both at component and
end-to-end levels. Our evaluation highlights shortcomings in recent
RAG pipeline studies, particularly regarding the lack of ranking
evaluation.

2 METHODOLOGY

Two different approaches were used to implement the prototype
of our application: Intent-Based (IB) and RAG. The first one, IB, is
suitable for structured and predictable interactions (i.e., pre-defined
intents), while RAG chatbots retrieve information from a KB and are
better for open domain and more dynamic conversations. Figure 1
presents the overall framework for both approaches.

2.1 Data Collection and Testbed

We utilized a manually curated FAQ from RMIT University’s School
of Computing Technologies as a KB. The FAQ contains a wide range
of common questions that incoming students ask regarding course

2The term “Walert” means “possum” in the native languages of the Woi Wurrung and
Boon Wurrung peoples. Possum skin cloaks are essential to the Traditional Owners
and Custodians of the land where the authors live and work. Our chatbot, Walert, is
named as a tribute to this cultural heritage [4, 15].
3https://www.rmit.edu.au/partner/hubs/race/news
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Figure 1: Overall architecture of the two approaches imple-
mented in Walert: IB and RAG.

offerings and academic programs related to computer science. Us-
ing the question-answer pairs in the FAQ, we generate a set of
questions Q and passages P. The question set Q = {q1,92,.--,qn}
contains existing questions in the FAQ that have known answers
(i.e., passages directly extracted from the FAQ), new questions with
inferred answers (i.e., manually generated questions that have no
direct answers but the answer can be inferred from multiple pas-
sages in the FAQ), and questions that do not have an answer in
the KB (questions were manually generated by checking that they
cannot be answered with the passages in the KB).

To simulate the scenario of different users expressing similar
questions differently, we generated multiple semantically equiva-
lent variations for each unique question initially included in the
FAQ. The passages set P = {p1, p2, ..., pm} is a corpus of passages
extracted from the FAQ, representing our KB. Finally, each question
is associated with a gold answer from a set A = {ay,...,an}. Each
answer a is obtained from one or more passages. We created a
testbed that consists of relevance judgments at the passage level
and gold answers for three types of questions:

Questions with Known Answers (Known). These questions have
a direct answer in the FAQ. Therefore, the corresponding passage p
to the answer a in the FAQ is judged as Highly Relevant (label = 2).
All questions related to the same topic have the same passage judged
as relevant, which is also the gold answer (p = a).

Questions with Inferred Answers (Inferred). Questions that do
not have a direct answer in the FAQ, but have an answer that can
be extracted from the KB, i.e., from one or more passages. Passages
that partially contain relevant information to answer the question
are judged as Partially Relevant (label = 1). The gold answer is
manually generated by combining multiple passages.
Out-of-Knowledge Base Questions (Out of KB). These questions
cannot be answered with the information available in the KB —
even though, these questions are within the domain and likely
to be asked. Therefore, there are no relevant passages, and the
gold answer consists of communicating to the user that there is no
information available to answer that question.

Table 1 shows example passages and answers for each question
type. We have 106 questions (including variations) and 120 passages.
In our collection, 84 questions have known answers (passages di-
rectly extracted from the FAQ), 12 have inferred answers, and 10
do not have an answer in the KB. These three question types in
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our testbed provide a comprehensive evaluation that allows us to
compare IB against RAG conversational approaches.

In particular, using the questions with known answers, we can
assess the system’s ability to correctly respond to questions for
which we know a passage in the KB contains the complete answer.
By evaluating the effectiveness of the answers for the questions
with inferred answers, we can assess the system’s ability to gen-
erate answers by combining multiple (partially) relevant passages.
Finally, including questions not covered in the FAQ helps assess
the chatbot’s ability to identify unanswerable questions — which is
a critical step in controlling hallucinations.

2.2 Intent-Based (IB)

The IB approach consists of a conversational model built using
Amazon Alexa Skills [16] (upper part of Figure 1). Each question
in the FAQ is mapped to an intent in the conversational model, i.e.,
one of the possible actions recognizable by the system.* Intuitively,
this approach aims to optimize the correctness of the answers (high
precision) but only handles a limited number of questions (low re-
call), i.e., those present in the FAQ (questions with known answers).
Building effective intent recognition models requires multiple in-
stances to train each intent. Since manually creating variations
of training utterances is time-consuming, we experimented with
using open-source LLMs to automatically create semantically equiv-
alent variations of utterances (i.e., training data augmentation). In
our case, these instances would be the semantic variations of the
questions from the FAQ. We deployed Falcon-7B [2] in Amazon
SageMaker Studio with a 5x1arge-GPU configuration® to generate
up to eight question variations for each intent (i.e., a question in the
FAQ), using a zero-shot approach and the following prompt: “gen-
erate up to eight paraphrases of the following question: QUESTION”.
After manually inspecting the variations generated, we established
a threshold and selected the top five. These variations were then
used to train the conversational model. We also normalized the
instances by resolving the acronyms (e.g., replacing CS with Com-
puter Science) and used them along with the original questions for
training, making it a total of six training instances per the intent of
the conversational model. The answers associated with the original
questions in the FAQ were used as responses returned for each
question. The Alexa Skill was finally deployed in an Amazon Echo
(5th generation) device, which allowed users to interact with the
system in an audio-only setting. To enable this, we utilized the
Automatic Speech Recognition and NLU features built into Amazon
Alexa Skill.

2.3 Retrieval-Augmented Generation (RAG)

In contrast to the precision-oriented IB approach, we sought to
investigate a more open-ended methodology known as RAG [11].
Here, we cover two use cases: (i) instances where the questions the
user raises vary from what is available in the FAQ, and (ii) scenarios

“https://developer.amazon.com/en-US/docs/alexa/custom-skills/create-intents-
utterances-and-slots.html

SWe explored different alternatives that would allow us to better understand the
process of managing a privacy-aware LLM solution in-house to avoid the potential
leaking of sensitive data by using third-party solutions. We found this alternative to be
a good fit for our needs, also the most flexible for our future research, e.g., experiments
involving fine-tuning.
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in which questions can only be answered using abstractive multi-
document summarization from multiple passages in the KB. The
RAG approach consists of two main stages (bottom part of Figure 1).
The initial stage involves retrieving potential passages that may
contain the answer, while the second stage involves generating a
summary from the top-K retrieved passages.

For the retrieval model, we experimented with two approaches:
(i) Okapi BM25 [17] with default parameters (k1 = 1.2; b = 0.75)
and (ii) dense retrieval using Dense Passage Retrieval (DPR) [10] im-
plementations in the pyserini toolkit [13]. To generate a summary
from the top-K retrieved passages, we used the same LLM that was
used to generate semantically equivalent variations of the questions
for the IB approach, i.e., falcon-7b-instruct (refer Section 2.2)
along with the following prompt to generate the summaries:

Generate an answer to be synthesized with text-to-speech for a
virtual assistant, the answer should be based on the retrieved
documents for the following question. If the retrieved documents
are not related to the question, then answer NA.

[QUESTION + LIST OF k PASSAGES]

We experimented with three top-heavy k cutoffs: 1 (which is
comparable to IB), 3, and 5 top retrieved passages.

3 QUANTITATIVE EVALUATION

The test collection created from the knowledge base described in
Section 2, allows us to apply effectiveness evaluation practices to
compare our proposed approaches at both the component and end-
to-end levels. Table 2 displays results for IB and RAG approaches
using evaluation measures across two dimensions: (i) retrieval ef-
fectiveness (Normalized Discounted Cumulative Gain, NDCG [8])
and (ii) natural language generation (BERTScore [20] and ROUGE-
1 [12]). ROUGE and BERTScore have been used to quantify hal-
lucinations in LLMs automatically [9]. All the results in Table 2
have been tested for statistical significance using Tukey’s HSD and
significance level = 0.01. Below, we discuss the results across two
dimensions separately.

Retrieval Effectiveness. When it comes to retrieving a response,
the IB approach only retrieves one passage (i.e., the response associ-
ated with the recognized intent), whereas RAG approaches retrieve
multiple passages for a given question (and the final response is
generated using the top-k passages). In our evaluation, we explore
top-heavy cutoffs k={1,3,5} to minimize the risk of hallucinations.
Table 2 shows that, for the Known questions, IB and RAG using DPR
have comparable performance in terms of NDCG@1 and RAG ap-
proaches perform better with more aggressive ranking truncation
(k = 1). For the Inferred questions, RAG approaches outperform IB
(which can only return, at most, a passage partially relevant to the
question). RAG approaches benefit from more context, and BM25
with k = 3 obtains the highest NDCG score. In terms of out-of-KB
questions, IB performs substantially better than RAG approaches,
being able to identify 80% of the unanswerable questions. RAG-
based approaches fail by attempting to generate an answer for most
of the questions, which means that it is likely to hallucinate instead
of not warning the user about the lack of information in the KB.
End-to-end evaluation. BERTScore and ROUGE-1 scores indi-
cate that IB performs significantly better for the Known questions,
whereas RAG approaches are likely to generate better answers for
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Table 1: Examples of questions, relevant passages and gold answers in our testbed.

Question Type  Question Passage(s)

Answer

Is the transfer from Asso-
ciate Degree to Bachelors au-
tomatic?

Questions  with
Known Answers

No, it is not. You are required to apply when you are closer to
the completion of the Associate Degree. (Highly Relevant)

No, it is not. You are re-
quired to apply when you
are closer to the comple-
tion of the Associate De-
gree.

Questions with
Inferred Answers

What does the final year of
Computer Science (CS) pro-
gram include?

(1) [...] Software Engineering (SE) students will do another
large in-house project and more SE electives, while CS students
will do a slightly smaller project and a few more core [...].
(Partially Relevant) (2) [...] students are required by RMIT
rules to do a capstone project in their final year. [...] with an
industry partner [...] (Partially Relevant)

It includes a small cap-
stone project with a super-
visor that work with an in-
dustry partner, as well as a
few more core courses and
electives.

Out-of-KB Ques-
tions

When does the application for
program transfer open?

Not available (No Relevant Passages)

I'm sorry, I don’t have an
answer.

Table 2: Quantitative evaluation of the retrieval phase (NDCG) and generated answers (BERTScore and ROUGE-1), broken
down by type of questions. Effectiveness for Out of KB base questions is reported with the percentage of empty rankings / “I
don’t have an answer” responses. Boldface indicates the best score for each measure and * indicates statistically significant
differences against all the other approaches according to Tukey’s HSD and significance level o = 0.01.

Approach Retrieval Known (84 Questions) Inferred (12 Questions) Out of KB (10 Questions)
Cutoffk  NDCG BERTScore ROUGE-1 NDCG BERTScore ROUGE-1 % Unanswered  BERTScore ~ROUGE-1

Intent-Based (IB) 0.643 0.771* 0.671* 0.083 0.332* 0.062 80.00 0.866* 0.813"

1 0.512 0.536 0.179 0.167 0.493 0.185 0.00 0.336 0.045
RAG (BM25 + Falcon) 3 0.491 0.543 0.209 0.256 0.447 0.106 10.00 0.293 0.054

5 0.473 0.543 0.209 0.329 0.447 0.106 10.00 0.293 0.054

1 0.691 0.545 0.193 0.250 0.513 0.192 10.00 0.340 0.048
RAG (DPR + Falcon) 3 0.612 0.564 0.244 0.235 0.476 0.123 20.00 0.311 0.045

5 0.581 0.564 0.244 0.235 0.476 0.123 20.00 0.311 0.045

the Inferred questions. It is worth noting that the LLM tend to ben-
efit from having less context (i.e., fewer passages in the prompt),
achieving higher BERTScore and ROUGE-1 scores for lower cutoffs
for both RAG approaches. Results also corroborate that IB performs
significantly better than RAG approaches for Out of KB questions.

4 IMPACT AND FUTURE WORK

We built Walert, a conversational agent that answers FAQs about
programs of study offered in the School of Computing Technologies
at RMIT University. The IB approach, deployed on an Amazon Echo
device, was showcased as a demo at the university’s Open Day in
August 2023 where potential future students learned about the use
of LLM-based conversational systems and its risks and limitations.
The demo, which was also showcased to visiting high-school stu-
dents in September 2023, generated university-wide interest and
connections, including the IT service team building a university-
wide solution.

There are several limitations that we are aiming to address in fu-
ture work. The current demo relies upon a limited knowledge base
(i.e., a manually curated FAQ). We aim to reproduce our methodol-
ogy with a more extensive set of documents, including brochures
and internal web pages related to the delivery of CS programs.

Further research on evaluation measures (beyond BERTScore and
ROUGE) is needed to evaluate the validity of generated responses.
We aim to explore other evaluation measures, including those for
truncated rankings [3] and other dimensions of LLM-based conver-
sational systems [18]. Finally, we plan to deploy RAG approaches
to perform online experimentation.

The process of building Walert helped us not only to share com-
plementary knowledge across our group but also to facilitate knowl-
edge translation within the university. We believe the approach and
the lessons learned can help other researchers aiming to bridge the
gap between experts and practitioners interested in building (and
testing) LLM-based conversational information-seeking systems.
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