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ABSTRACT 
Although digital technologies that inform city making are seen as 
tools to enhance democratic processes in the decision-making in-
herent in placemaking, these technologies are critically dependent 
on trusted relationships and play a role as trustworthy channels 
of communication between urban planners, policy makers and 
communities. This paper examines how the existing use of digital 
technologies in city making signals trustworthiness in both the 
design and deployment of such technologies, and considers how 
the increasing use of artificial intelligence (‘AI’) will require careful 
implementation of benevolent transparency processes. The paper 
presents an updated model of trustworthiness for the use of digital 
technologies and AI in city making based on Mayer et al’s (1995) 
widely-cited integrative model of trust (the ‘ABI model’). It begins 
with an analysis of the need for greater demonstrations of trust-
worthiness as digital technologies are equipped with AI. The paper 
then introduces the ABI model, breaking down the components of 
trust in interpersonal contexts to focus on the perceived factors of 
trustworthiness: ability, benevolence and integrity. Ability considers 
the technical competence of the recipient of trust (the ‘trustee’). 
In the context of city making, this trustee would be the urban 
planner, policy maker or technology developer, and their ability to 
design and deploy these digital technologies and AI in city making. 
Benevolence considers whether or not the trustee holds a positive 
orientation or intention towards the member of the community 
who is the intended giver of trust (the ‘trustor’). Integrity consid-
ers whether or not the trustor and trustee subscribe to a common 
set of values. This paper argues that the germinal component of 
trustworthiness lies in signals of benevolence as articulated in trans-
parency practices that demonstrate mutual vulnerability, consensus 
formation and seamful decision-making processes. These benevo-
lent qualities of transparency practices are mapped onto existing 
uses of digital technologies in city making to demonstrate how the 
updated model of trust and trustworthiness can help visualise the 
signals of trustworthiness as AI is increasingly embedded in these 
digital technologies. 
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1 INTRODUCTION 
Increasing datafication of the city through the use of digital tech-
nologies for city making has led to broader collections of data at 
increasing volumes and granularity. As the collected data is anal-
ysed to achieve greater visibility and understanding of the data 
subject [1], the accompanying appetite for these data-focused digi-
tal technologies and ‘AI to design and implement city management 
strategies’ [2] necessitate a deeper consideration of how such sys-
tems are, at once, dependent on trustworthy practices and simulta-
neously support signals of trustworthiness in the community. 

This paper focuses on Byrnskov et al’s definition of media ar-
chitecture as the ‘design of physical spaces at architectural scale 
incorporating materials with dynamic properties that allow for. . . 
reactive or interactive behavior’ [3]. It takes as media architecture 
the digital technologies that transform buildings into Architectural 
User Interfaces (‘AUI’s) [4], and includes data analytical tools and 
algorithms that sit behind these AUIs that are currently in tension 
with the technology-driven participatory culture of media architec-
ture that has developed over the past decade-and-a-half [5]. Given 
this tension, this paper argues that trustworthy practices need to 
be designed into both the design process and eventual deployment 
of algorithms and other data analytical tools in media architecture 
and urban interaction design. This is because the design of work-
shop processes that support public acceptance of media architecture 
is heavily dependent on trusted relationships [6]. Where digital 
technologies are designed through trustworthy processes and de-
ployed to serve as a ‘credible and trustworthy. . . channel for civic 
dialogue’ [7], such media architecture technologies reduce ‘barriers 
between government and communities’, allow for experiential un-
derstanding (through augmented reality or full-body interactions) 
of proposed changes, and enhance transparency in city-making 
processes [7]. 

Transparency, in turn, allows for parties involved in decision-
making to be made accountable through visualisation of the data 
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lifecycle: how data is collected, stored and used to drive decision-
making in the urban context. Similarly, when these media architec-
ture technologies are deployed, transparency is required to ‘[show] 
information in an objective, fair, and trustworthy way that accu-
rately reflects the actual situation. For instance, the sources of the 
data that were used are clearly mentioned and are publicly acces-
sible’ [8]. In this manner, transparency as a key practice of city 
making allows stakeholders to examine and critique the ‘techno-
logical agenda of “seamlessness”’[9], particularly where AI is used 
with digital technology to move seamlessly from data collection 
point to decision output. Accordingly, transparency is crucial to 
how trustworthy, and subsequently, how effective the relevant me-
dia architecture technology will be as a digital placemaking tool 
and means to achieve human-centred smart cities [10]. 

This paper examines how media architecture technologies can 
demonstrate trustworthiness in the design and deployment of such 
technological products. It seeks to advance theoretical considera-
tions of trustworthiness in data governance to contribute to the 
regulation and accountability of media architecture and the use of 
technologies in the development of cities. This paper begins with 
a brief exploration of data collection practices in the increasingly 
datafied city that necessitates greater clarity in how we think about 
trustworthy data practices. It then briefly outlines the definitional 
challenges presented by the terms ‘trust’ and ‘trustworthiness’ that 
impede clear decision-making around how we collect and use data 
to drive decision-making in the city. In examining these conceptions 
of trust, the paper then introduces the integrative model of trust and 
trustworthiness (‘ABI model’) that has been extensively deployed 
across various disciplines and fields of research, examining how 
the ABI model has been applied to digital technologies and AI tools. 
Significantly, the paper then presents an updated model of trust and 
trustworthiness and articulates the germinal nature of benevolence 
as a signal of trustworthiness in demonstrations of transparency. 
It then applies the updated model of trust and trustworthiness to 
various contexts where digital technologies are used in city making 
to highlight how benevolent transparency practices are extant in 
media architecture but need to safeguard against the increasingly 
opaque nature of AI applications. Finally, a conclusion is presented 
as to the utility of the updated model in better understanding how 
digital technology and AI can be used in city making in benevolent, 
trustworthy ways. 

2 TRUSTWORTHINESS IN THE CONTEXT OF 
THE DATAFIED CITY 

Data collection is crucial to use of technologies for decision-making 
in the increasingly datafied city. Such decision- making requires 
the aggregation of relevant and diverse data selected against the 
criteria for the decision output [11]. However, the timeliness of data 
collection affects the types of decisions that can be made based on 
such data. This need for real-time data collection is being increas-
ingly met by the ‘growing ubiquity’ [11] of sensors embedded in 
our built environment, through media architecture [12], [13] or car-
ried on mobile devices. These various sensing technologies extract 
data from our digital trails and sit as nodes within larger sensor 
networks [14], all connected by the internet of things (‘IoT’). Data 
collected through these sensors in the built environment produces 

a constant stream of ‘urban data’ [15], [16] which then feeds into 
the data architecture of various automated decision-making sys-
tems. Miniaturised sensors are now embedded in the fabric of our 
cities through smart lampposts [17], [18], or carried dynamically 
through our streetscapes and urban room in ubiquitous objects 
like mobile phones, pens, and wearable devices [19]. The resul-
tant sensor-generated data offers a glut of information about our 
everyday lives (both in the physical and digital worlds). We can 
interrogate this information in any number of ways and repeatedly 
at will to decipher fine-grained, street-level actions and predict 
patterns of behaviour that are scalable from the individual building 
up to an entire city [20]. 

The tracking of people within the urban environment offers other 
benefits and challenges. There is a long practice of using collected 
data from the city, such as data derived from ‘censuses, household, 
transport, environment and mapping surveys, . . . commissioned 
interviews and focus groups’ to support and track the efficacy of 
urban interventions [21]. In the 1960s, William Whyte’s ‘Street Life 
Project’ articulated a germinal project of mechanically collected 
urban data through video cameras installed within the streetscapes 
of New York City to film and record pedestrian movement [22]. 
This systematic and granular record of interactions of pedestrians 
informed New York’s 1969 city plan, underscoring the key role 
mechanically-originated data plays in rendering urban residents 
and urban conditions ‘visible’ and enabling governments to ‘see’ 
[23], [24]. Scott conceptualises this type of ‘seeing’ as statecraft 
directed at making populations ‘legible’. In this manner, individuals 
within society are rendered ‘legible’ through the collection and 
consumption of data that the state obtains on ‘its subjects, their 
wealth, their landholdings and yields, their location, their very 
identity. . . [to create] a detailed “map” of its terrain and its people 
[25]. 

While there has always been an intimate link between data-
generation practices and city development, new forms of sensorised 
data generation are changing notions of city life that are oriented 
towards ‘smarter’ outcomes [26]. The emerging global imperative 
to create ‘smart cities’ has seen a push to embed or retrofit sen-
sors in new buildings and existing brownfield sites [27]. Sensorised 
technologies in the built environment have also captured the imag-
ination of proponents of participatory urbanism [28]. With the 
promise of new and larger datasets to help inform decision-making 
around the city [29], proponents seek to achieve ‘superior levels 
of performance, new forms of functionality, transparency in allo-
cation of resources, and good economics over long time horizons’ 
[30]. In doing so, they seek to harness the ‘participatory uses of 
technologies, big data, and social media. . .[to] inspire new smart 
city design approaches for urban designers’ [28]. 

This has seen an acceleration of new data analytical models 
employed in city making. Data collection now occurs ‘through sen-
sors, connected objects (IoT), interfaces, travelling cards, smart me-
ters, mobile apps, implants, cameras, e- government systems, polls, 
online platforms and more’ [23]. Data from sensor technologies, 
such as UAVs conducting low altitude aerial photogrammetry [31], 
have been combined with traditional land-surveying techniques to 
automate field mapping and surveying of cities [32], [33]. Terres-
trial laser-scanning technology (a high-precision 3D measurement 
technology) has been combined with Global Positioning System 
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(‘GPS’) data to produce synchronous point cloud data that could 
accurately process urban morphology [34]. Utility networks are 
being modelled using BIM (Building Information Model) data, geo-
graphic information systems (‘GIS’) and graph-theory abstractions 
[35]. In media architecture, we are seeing data as video and audio 
recordings that are used to ‘examine the emplaced experiences of. . . 
participant groups’ to bring new knowledge of how we ‘experience 
dynamic adaptation, informational services and interactivity in the 
built environment’ [36]. In other scenarios, sensor-derived data 
from the built environment have been combined with data drawn 
and crowdsourced from ‘social media platforms such as Twitter, or 
location-based services’ [37], to provide us with a deeper, granular 
understanding of the affective experiences of urban residents [38]. 

However, these new forms of seeing through urban data are 
accompanied by challenges. While these forms of data add to the 
breadth of heterogeneous content arising from the various dis-
ciplines and ways of measuring within different contexts, such 
diversity in data collection practices results in fragmented infor-
mation involving ‘behaviors and control that are distributed and 
concurrent’ and interdependent within the urban environment of 
the city [30]. More importantly, the types of sensors that are being 
developed and deployed both in buildings and the wider context 
of the city are intimately linked to the problems a decision-maker 
intends to solve. This exercise in defining the problem—where an 
abstract goal is translated into a ‘predictive goal’ and then into a 
‘specified outcome variable’ [39]—is crucial as a scoping exercise to 
designing the types of data sought, data collection approaches, and 
how the data is intended to add value to the decision-making pro-
cess. The impartation of value into ‘data extracted and abstracted 
from reality’ describes the ‘datafication’ that defines smart cities 
[23], but is accompanied by the coding in of opinions and bias into 
digital processes that are then used to make decisions that make 
a city. By attributing value to data, data becomes essential to the 
functions of a smart city and in this way, ‘the smart city bases its 
reality on data, and turns that data back into its reality’ [23]. 

Given the permeation of data practices in decision-making 
around the city, the construction of what data is and what data 
is then collected and sent through the decision-making systems 
requires examination. Bias can thwart the effectiveness of data 
collection [40], [41]. Critically, where bias is built into the data 
and the various digital layers data passes through, deep systemic 
issues arise that erode trust relations in the city. Hence, it is crucial 
to ensure that bias does not enter the scoping or design process, 
particularly when ‘defining the output variable and labelling its 
constituent classes, collecting and labelling the training data, and 
selecting the input variables’ [39]. Likewise, the insertion of media 
architecture as a mechanism by which ‘processes of commercializa-
tion and mediation’ [42] intrude and colonise public spaces need 
to be considered, particularly as we use data obtained from these 
urban interventions to drive decision-making around cities. 

This has led to questions of whether data practices in the city— 
how we use data to drive decisions about how and where we locate 
and provide services and infrastructure in the city (‘digital place-
making’) and involve public participation in such decision-making 
processes (‘urban interactive design’)—can be made trustworthy. 
These questions of what is trust and trustworthiness are situated 
in a larger context of the significant erosion of trust in institutions 

that has occurred over the past four decades that began with Robert 
Putnam’s widely cited Bowling Alone: America’s Declining Social 
Capital [43]—that examined the impact of the decline in those con-
nections between individuals and groups on democratic systems 
[44]; the financial collapse and scandals of Enron and the dot-com 
bubble [64]; and most recently, the Cambridge Analytica scandal 
[45], [46]. This context and the acceleration in the use of data-driven 
automated decision-making systems in our everyday life in cities 
[47], [48], thus underscore the need to think and work through the 
trustworthiness aspects of the design and deployment of media 
architecture. 

3 CONCEPTUALISING TRUST AND 
TRUSTWORTHINESS 

The concept of trust is difficult to define or measure [49–52], Trust 
transcends the ’territorial barriers of social disciplines’ [53], which 
has led to a plethora of specialised research definitions and con-
tributed to ‘literature confusion’ [54]. Roger Mayer, James Davies 
and F. David Schoorman argued in their seminal work that research 
on trust is ‘hindered . . . [by] a lack of clear differentiation among 
factors that contribute to trust, trust itself, and the outcomes of 
trust’ [55]. This lack of clarity has led to a tendency to conflate trust 
with ‘faith’ and ‘belief’ and to a difficulty in establishing a mea-
surement for trust—that is, whether to measure it against ‘distrust’, 
‘mistrust’, or merely diminishing degrees of trust that eventuate in 
a total lack of trust [56]. 

The resulting ‘conceptual morass’ [57], [58] means that trust 
is defined in fundamentally different ways. It can be described 
as a personality trait or construct [59], a rational choice [60], a 
characteristic of interpersonal relationships [61], or a phenomenon 
linked to social contexts [62]. Simpson goes as far as to assert that 
‘[t]here is a strong prima facie case for supposing that there is no 
single phenomenon that “trust” refers to, nor that our folk concept 
has determinate rules of use’ [51]. Unsurprisingly, the definitional 
challenges mean that research into trust has to examine the different 
everyday contexts that shape varying conceptions of trust across 
distinct academic disciplines. 

The differences in these varied definitions of trust are not ‘trivial’ 
[63]. Conceptualising trust requires balancing different disciplinary 
perspectives while ensuring that the framework does not become 
‘inordinately abstract’ [63]. The framework needs to be grounded in 
everyday practice to avoid the concept of trust becoming too vague 
[54]. However, it is common in the literature to find that the framing 
of trust is used as a backdrop to calibrate reader expectations on 
conceptual overlaps and the complexities in the ‘multiple forms’ 
trust takes in ‘the varied conditions of its exercise’ [56]. 

To avoid the ‘conceptual morass’, this paper applies the model 
of trust proposed by Mayer et al: the ABI model (also known as 
the ‘Integrative Model of Organizational Trust’) [55] and focuses 
on the component factors of perceived trustworthiness. The model, 
which distils insights from the trust literature drawn across several 
disciplines—namely, ‘management, psychology, philosophy and 
economics’ [64], was initially designed to describe the formation 
and re-formation of trust in organisational settings [55]. However, 
because the model is drawn from multiple social disciplines, it has 
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Figure 1: The ABI Model of Trust [55] 

broad appeal and has been widely used across numerous domains 
of expertise [65–68]. 

The ABI model presents interacting components that form trust 
and trustworthy behaviours within one-to-one (‘dyadic’) relation-
ships between trustee (the intended recipient of trust) and trustor 
(the person giving trust). The model focuses on the component 
elements that comprise the decision-making process a trustor un-
dergoes when deciding to trust. These interlinked components 
establish a process for establishing trust, as outlined in Figure 1. 

The model’s process of trust formation has five components: 

• Trust as a relational construct. The model involves trust for-
mation in relationships—namely, the propensity or dispo-
sition of a person giving trust (‘trustor’) and the perceived 
trustworthiness of a potential recipient of trust (‘trustee’). 

• A trustor’s propensity. Trust as a trusting attitude only 
emerges as a function of the trustor’s propensity to trust and 
the perceived trustworthiness of the trustee. 

• The factors of perceived trustworthiness. The propensity to 
trust is based on three factors of perceived trustworthiness— 
ability, benevolence and integrity. 

• Perception of risk and vulnerability. The propensity to trust 
derives from the perceived risks arising from the context of 
the trust scenario. 

• Risk-taking in a relationship. Risk-taking within a trusted 
relationship gives rise to ‘trusting behaviour’ and emerges 
from the decision-making process that balances perceived 
risks against the trustor’s willingness to be vulnerable to 
risk. The outcome of the trusting behaviour—whether or not 
the trustee behaves in line with the trust expectations of the 
trustor—depends on a feedback loop that moderates future 
perception of a trustee’s trustworthiness. 

The five components of the model interact as variables in one 
instance of a trustor’s decision-making process. The components 
involve the initial formation of an attitude of trust towards a trustee, 
followed by the trustor’s decision to engage in trusting behaviours. 
The willingness of both parties to trust underpins the application of 
all components, and it is no surprise that the model’s widely-cited 
definition of trust is founded on this notion, namely: 

the willingness of a party to be vulnerable to the ac-
tions of another party based on the expectation that 
the other will perform a particular action important 
to the trustor, irrespective of the ability to monitor or 
control that other party [55]. 

Trust as ‘willingness’ articulates trust as a trusting attitude dis-
tinguishable from the outcomes of such an attitude: the decision to 
engage in ‘trusting behaviour’ demonstrated by a resultant act of 
reliance [69]. In the ABI model, the decision to engage in trusting 
behaviour (or risk-taking) is a function of trust and the perceived 
risk in a given context. Therefore, in this single instance of the pro-
cess, trust forms as a trusting attitude midway through the model 
before an assessment of the risk. Then a decision on whether or 
not to engage in risk-taking (as ’trusting behaviour’) is taken. 

The ABI model enunciates three factors of perceived factors 
of trustworthiness—ability, benevolence and integrity. A trustee 
communicates ability through clear demonstrations of competence, 
benevolence in showing a clear positive orientation towards the 
trustor, and integrity where the trustee demonstrates their commit-
ment to adhering to a value set shared between trustor and trustee. 
While this model explores the antecedents to trust formation, this 
paper focuses primarily on the qualities of a potential recipient of 
trust (the trustee). Further, where this attitude of trust is applied 
to the design and deployment of digital technology in the urban 
context, this paper argues that these remain social relationships 
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mediated through a technological interface. Thus, the factors of 
perceived trustworthiness within the ABI model are used in this 
way to examine how trustees demonstrate ability, integrity and 
benevolence to increase the willingness of a potential trustor to 
be vulnerable to the risk of digital technologies deployed in city 
making in ways that could be detrimental to them. 

4 APPLICATION OF THE ABI MODEL TO 
DIGITAL TECHNOLOGIES AND AI IN CITY 
MAKING 

The ABI model has been utilised across multiple domains of ex-
pertise. Its development paralleled other notable works on trust 
[70–72] that emerged in the public debates in the mid-1990s on 
the erosion of social capital and trust in American institutions 
[73]. The model has also been used to scaffold other conceptual 
frameworks that seek to consider trust formation in the context of 
human-to-machine trust [74]. 

Palmer et al examined the role of intermediaries in developing 
trust on the internet in the late 1990s [75]. They applied the ABI 
model to the relationship between human consumers and ‘Inter-
net firms’ through the intermediary of a computer interface. The 
researchers observed that these ‘Internet firms’ needed to commu-
nicate online, and they established trustworthiness via the inter-
mediation of the internet’s infrastructure [75]. Their observations 
remain highly relevant in the context of media architecture and the 
broader context of digital technologies deployed in city making. 

Palmer et al considered that in the context of e-commerce, these 
firms had to demonstrate the three trustworthiness factors by com-
municating: 

• ability to the consumer or data subject—ie that the firm or 
technology developer had specific ‘skills and competencies 
to deliver services’ [75]; 

• integrity to the consumer or data subject by showing they 
had governance policies that are deemed by the consumer 
or data subject to be appropriate. One suggestion was a 
privacy policy that sets out how data would be collected 
and handled by the firm or technology developer [75]. In 
the case for media architecture practitioners, clear policies 
and the adoption of voluntary schemes that govern the use 
of AI in city making would be critical to establishing value 
congruence with users and providing vertical accountability; 

• benevolence to the consumer or data subject by showing that 
their business practices went beyond a pure profit- seeking 
model to balance the data subject’s interests, welfare and 
needs [75]. However, discussions on benevolence (including 
Palmer et al’s translation of benevolence) are ill-defined and 
do not offer clear directions that will allow an individual 
data subject to feel a personal orientation that means them 
well. 

Palmer et al’s translation of interpersonal or inter-organisational 
dyadic trust relationships to the trust context between humans and 
machines through the intermediary of technology echoes a similar 
approach taken by Bernard Barber. Barber suggested three elements 
of human ‘expectations’ to serve as the basis for how a human 
decides a machine is trustworthy: technical competency (ability), 

persistence (integrity), and fiduciary responsibility (benevolence) 
[57]. 

With the entry of AI and other algorithmic systems in media 
architecture, there is a need to test the continued applicability of the 
ABI model to the trust scenarios inherent in each interaction with 
media architecture technology. Thiebes et al offers one of the more 
compelling translations of the ABI model for digital technologies 
[76]. Table 1 below traces how the ABI factors of perceived trustwor-
thiness in scenarios of interpersonal trust have been translated into 
new models for trust scenarios involving digital technology, and 
then automated and autonomous systems using AI. Their proposal 
for five trustworthy AI (‘TAI’) principles based on their survey of 
the iterations of the ABI model provides an example of an emerging 
value consensus that underpin expressions of benevolence in the 
design and deployment of AI, and the wider context of automation 
technology and autonomous systems. This consensus, in turn, then 
drives the production of set standards for integrous behaviour and 
demonstrations of ability. 

However, this paper argues that the original factors proposed 
by Mayer et al remain robust and more suited to an analysis of 
trustworthiness in digital technologies and AI deployed for city 
making than these newer translations. For example, in relation 
to the terminology proposed by Thiebes et al of ‘performance’, 
‘purpose’, ‘process’— these terms lack the clarity of the ABI model 
and the factors of perceived trustworthiness. 

• Benevolence more clearly evokes the social purpose of the 
design and development of Trustworthy AI (‘TAI’). However, 
unlike the more generic term ‘purpose’, benevolence targets 
the benefits of the technological system at the individual 
level. 

• Integrity then focuses on the process of technological devel-
opment and its adherence to the purpose and intent of the 
TAI development. While Thiebes et al describe ‘process’ as a 
‘trusting belief’ in the automation technology’s algorithms 
being ’appropriate for the situation and able to achieve the 
[powerholder’s] goals’, this does not capture the value con-
gruence that needs to be evident in the developmental pro-
cess to demonstrate integrity. 

• Finally, ability is demonstrated as the technical performance 
of the automation technology and autonomous system. To a 
certain extent, Theibes et al’s description of ‘performance’ 
satisfies the translation of the factor of ability in scenarios 
involving ‘trust in technology’. 

Together, the original ABI factors of perceived trustworthi-
ness are more suited to capturing the developmental requirements 
needed for digital technologies, particularly where they incorporate 
automated decision-making functions, to demonstrate trustwor-
thiness. However, the terms ‘purpose’, ‘process’ and ‘performance’ 
are helpful in that they convey developmental stages. Technology 
developers and city authorities need to establish the ‘purpose’ for 
the media architecture technology before working through the de-
velopmental ‘process’ to achieve their ‘performance’ goals. Thiebes 
et al’s translation of the ABI factors of trustworthiness to these 
terms highlights the germinal quality of benevolence. The signifi-
cance in demonstrating benevolence in AI, media architecture and 
more generally trusted technologies of automation, is underscored 
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Table 1: ‘Overview of common trusting beliefs’ related to persons and technologies extracted from Thiebes et al [76] 

in the emergence of various processes to achieve social consensus 
on how these technologies can demonstrate a personal orientation 
‘motivated by care and concern to protect the trustor’s [in this case, 
the data subject’s] interests’ [77] 

Thiebes et al’s difficulty in translating the trustworthiness fac-
tor of benevolence in trust scenarios involving automation and 
autonomous systems underscores the challenge in conceptualising 
design and developmental processes that demonstrate positive per-
sonal orientation towards the individual human in human-machine 
trust scenarios. However, in the context of participatory placemak-
ing and the use of digital technologies for city making, we have 
clear examples that demonstrate this positive personal orientation, 
that are built to signal trustworthiness at the level of benevolence. 

5 AN UPDATED MODEL: BENEVOLENCE, 
INTEGRITY AND ABILITY 

This section of the paper sets out the author’s updated model of 
trust and trustworthiness for digital technologies and AI in me-
dia architecture and city making. Figure 2 presents the updated 
integrative model. 

The updated model reorders the factors of perceived trustwor-
thiness from ability, benevolence, integrity to benevolence, integrity, 
ability because benevolence is the germinal factor of trustworthi-
ness. It is benevolence that produces the set of values by which a 
trustee can demonstrate integrity. Likewise, the standards, regula-
tory frameworks and social norms that define integrous behaviour 
create the technical specifications and briefs that drive the perfor-
mance of ability. 

Starting from the left of the updated model within the trust 
formation stage, the trustor’s propensity to trust comprises two 
components: ‘Faith in Humanity’ and ‘Trusting Stance’. Where 
a Trusting Stance is adopted and overrides any consideration of 
the trustee’s trustworthiness or perceived risk level, a ‘default de-
cision to trust’ emerges as therapeutic trust. The updated model 
does not accept any risk-taking resulting from the therapeutic trust 

as an indicator of trusting behaviour. Where the Trusting Stance 
does not override considerations of trustworthiness and risk, both 
Trusting Stance and Faith in Humanity affect the trustor’s abil-
ity to ‘perceive’ the trustworthiness factors. As mentioned, these 
trustworthiness factors have been reordered to reflect the germinal 
nature of benevolence. 

In trust formation, a trustor’s propensity to trust affects their 
ability to perceive the factors of trustworthiness to produce trust as 
a trusting attitude. The interaction of these factors and the trustor’s 
inherent tendency to trust produces trust as a quantifiable willing-
ness to be vulnerable to ‘x’ level of risk. 

Moving to the right of the model, in the subsequent segment on 
the decision to engage in trusting behaviour, the trustor’s trusting 
attitude interacts with the perceived risk factors (‘y’ level of risk). 
Where a trustor’s risk appetite exceeds the perceived level of risk (x 
> y) in the trust scenario, the trustor may decide to engage in risk-
taking in the relationship. This will emerge as trusting behaviour. 
Where the perceived risk exceeds the risk appetite for risk (y > x), 
the trustor may choose to gamble and take risks in the relationship 
(but this is not risk-taking arising from a decision to engage in 
trusting behaviour), or they may choose not to accept any risk. 

The outcome of any risk-taking (or lack thereof) is then used 
to moderate the factors of perceived trustworthiness. In excep-
tional circumstances, the feedback loop may also affect the trustor’s 
propensity to trust; however, to do so, it must overcome the his-
torical, cultural and sociological factors that influence the trustor’s 
Faith in Humanity and Trusting Stance. 

6 BENEVOLENT TRANSPARENT PROCESSES 
IN DIGITAL TECHNOLOGIES AND AI IN 
CITY MAKING 

This paper now turns to the factor of benevolence and its essen-
tial role in allowing the use of digital technologies in city mak-
ing to demonstrate trustworthiness. It demonstrates that existing 
transparent practices of participatory placemaking operate to send 
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Figure 2: Updated Integrative Model of Trust and Trustworthiness 

signals of trustworthiness from the urban designer or technology 
developer to a participant assessing if they can trust the design 
process and the deployment of such technologies. As observed in 
the preceding sections, the trustworthiness factor of benevolence 
takes on a germinal role as an antecedent factor to demonstrations 
of integrity and ability. In other words, benevolence comes first. 
Fundamentally, transparent processes in media architecture, partic-
ularly applications that deploy AI and automated decision-making 
systems, demonstrate benevolence in three primary ways: 

• Transparency practices that expose the governance process 
of how digital technologies and AI in city making are de-
signed and deployed through adopting a position of mutual 
vulnerability. 

• Transparency practices that allow for clear participatory 
placemaking through consensus formation. In this respect, 
the use of AI and automated decision-making systems are 
moving backwards in signalling benevolence as even though 
‘people contribute much of the data that algorithmic sys-
tems operate on’ [5], the lack of transparency prevents clear 
understanding of the nature of such participation. 

• Transparency practices that create seams in decision-making 
processes, particularly as digital technologies and AI are 
introduced as a way of automating these decision-making 
processes in the urban context. These seams create space 
for developing selfhood and enable the resident to exercise 
their digital right to the city and contribute to ever-changing 
iterations of value consensus. 

While transparency is a value that appears to emerge from value 
consensus and leads to demonstrations of integrity, it also permits 

selfhood development and the exercise of a right to influence policy 
decision-making. These processes are thus antecedent to value con-
sensus, and the visibility of these processes conveys benevolence. 
It is from this specific form of transparency as benevolence that 
genuine value articulation and consensus emerge. 

6.1 Mutual vulnerability as mutual visibility 
As accelerating levels of technological ‘smartness’ imbue the city, 
the emerging smart city becomes a site where data and automa-
tion fuse [78]. Given the importance of data—how it is collected, 
modelled, analysed, and used to drive decision-making within this 
automated context, transparency processes are crucial to demon-
strating benevolence to the trustor. These transparency practices 
expose the governance process of how digital technologies and AI 
in city making are designed and deployed by adopting a position 
of mutual vulnerability. In turn, this exposure enables a trustor to 
be informed and understand how decision-making will occur, how 
this decision-making process was designed and developed, and how 
decision-making is responsive to the changing needs of participants 
and the city. 

Wiethoff and Hussman note that media architecture avails ‘a 
new, smart construction material that can. . . enhance. . . communi-
cation and enable a material dialogue between the city and citizens’ 
[79]. As mentioned above, these communication channels in media 
architecture, where designed and deployed through trustworthy 
processes, serve as a ‘credible and trustworthy. . . channel for civic 
dialogue’ [80]. By ensuring that the design and deployment of these 
digital technologies for city making are not opaque and hidden 
behind black box approaches, decision-makers, urban planners 
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and policy makers are not given the opportunity to hide behind 
these technologies. Instead, transparency requirements retain the 
involvement and accountability of the decision-maker. 

In the same vein, how AI and other data-focused technologies 
are deployed in city making, how a resident as data subject is made 
visible through data collection and analytical practices (or ‘algorith-
mic visibility’) needs to be examined. Algorithmic visibility regimes 
are ‘highly dependent upon contexts and complex social, technical 
and political arrangements’ [81]. These contextual influences on 
algorithmic visibility articulate visual regimes that push the levers 
of what is made visible and how it is made visible. In other words, 
these regimes exercise Foucauldian power over who is forced to 
be visible in a process of transparency. But while these possibilities 
and representations of visibility are at once an exercise of power, 
they also offer a means of answering the normative questions of 
how such visibility of the data subject should be managed. 

Further, as these technologies veer towards prioritising seam-
lessness in the dataveillance-to-decision process, this automation 
process may lock in a power imbalance in the visibility–invisibility 
dichotomy that hides automated decision-making processes behind 
a black box [82]. This paper argues that a key means of examining 
and answering these normative questions of algorithmic visibility 
is through understanding how transparency—that is, the duality 
in the exercise of power to render the data subject and to decide 
how much of the processes of data collection and analysis are made 
visible—demonstrates trustworthiness through mutual vulnerabil-
ity. 

6.2 Consensus formation 
While the increasing datafication and deployment of technology 
‘has the potential to alienate and disenfranchise citizens’ [83], Wang 
and Burdon contend that benevolence arises from the exercise of a 
resident’s digital ‘right to the city’. 

In the context of smart cities, this right to the city has 
been described as a bundle of rights— including per-
sonal access to information and free participation in 
cultural and democratic activities—that takes expres-
sion from ‘fundamental principles of justice’. This re-
flects an emerging digital right that gives [residents] 
the ability to engage in ‘participatory city making’ 
and an ‘enlarged . . . Lefebvrian “right to the city” that 
contributes to the ‘democratizing [of] cities and their 
decision making processes’ [82]. 

This exercise of a resident’s digital right to the city emerges 
through benevolent transparency as socio-political and economic 
forces are permitted to interact and to agitate, ventilate and bring 
about consensus in values. Media architecture serves as a crucial 
conduit in the creation of open public spaces to influence the per-
ceived trustworthiness of these digital technologies and AI used in 
city making. 

In particular, city-making as a multilevel exercise in relationship-
building inherently requires value consensus and transparency to 
be part of the decision-making process. In doing so, there are clear 
benevolent signals conveyed: residents are given the ability to be 
‘producers of their own wellbeing by having a say and determining 

the features of their smart community/city’ [10]. These trustwor-
thy signals of benevolence then enable ephemeral social groupings 
form stable collectives that are mutually vulnerable and thus work 
to establish and uphold shared values [10]. Transparency practices 
thus allow for clear participatory placemaking through consensus 
formation. In this respect, the fields of urban interaction design, 
digital placemaking and media architecture, outperform other do-
mains of expertise that touch on policy-making, regulation and 
governance in the city. 

Lara et al suggest that a smart city is made human-centered 
by embedding and using digital technologies to allow for ‘partic-
ipatory governance based on the engagement of civil society in 
the processes of urban transformation’ [10]. However, they stress 
that such participatory governance and engagement with urban 
transformation may need to go beyond merely engaging ‘residents 
in the process of building the vision [of the city] for the future’ [10], 
or an ubiquitous approach that recognises ‘all passers-by. . . [as] 
stakeholders whose needs should influence design decisions’ [83]. 
Instead, they suggest that these consensus building interventions 
also include ‘helping in [city] building itself, through co-design 
and public-private-academia-community partnerships—so called 
quadruple helix model partnership’ [10]. 

Likewise, Huh et al suggests that designers of such technolo-
gies design to anticipate and embed ‘social, situational, cultural, 
and other contextual factors into account’ [84], which Foth et al 
articulate as ‘citizen-ability’— the use of design thinking and human-
computing interface techniques to create and prioritise engagement 
with ‘new polities and civics’ [83]. In this way, the city becomes the 
interface to allow consensus building to occur, and media architec-
ture the means to ‘resurrect the significance and use of town halls, 
civic squares and public spaces of the city’ [83]. These include the 
2012 and 2014 projects of Discussions in Space at Federation Square, 
Melbourne, and Mégaphone in Montreal. 

The notion of consensus is consequently a powerful infrastruc-
tural antecedent of democratic data governance. In doing so, these 
technologies for consensus building resist the ‘top-down design of 
the system [that] fails to capture the complexity of real life at the 
granular street level of cities’ and where ‘access controls replicate 
existing inequalities in the city at a digital level, creating “splinter-
ing urbanism”’ [9]. However, beyond consensus about the future 
design of cities, benevolence in the design and deployment of me-
dia architecture technologies require us to come together to build 
consensus about how data collection and use, how algorithmic 
decision-making and AI is used benevolently in the city. Jobin et al 
point to over sixty guidelines aimed at establishing TAI develop-
mental and deployment processes [85]. These guidelines take an 
interdisciplinary approach to increasing the development of TAI, 
focusing on making AI more explainable [86–89] and more suited 
to serving our desire for greater equality and distribution of ben-
efits. In response to this process of consensus formation, Thiebes 
et al articulate five TAI principles that may assist in the future 
development of trustworthy digital technologies for city making: 
beneficence, non-maleficence, autonomy, justice, and explicability. 
There is a degree of overlap between the principles. 

• Beneficence describes scenarios where technology developers 
and powerholders deploying AI focus on enhancing human 
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well-being, including advancing human rights and the envi-
ronment in which human life occurs. Thiebes et al observe 
that while certain guidelines such as the UK AI Code only 
focus on human subjects of AI, other guidelines such as the 
OECD Principles on AI and the EU TAI Guidelines extend 
beneficence to nature and climate resilience, and even to en-
hancing economic life. Beneficence is related to the fields of 
ethical computing and AI ethics, which seek the ‘[promotion 
of] wellbeing into AI at the design and development stages’ 
[76]. 

• Non-maleficence describes the avoidance of harm. Thiebes 
et al suggest that as misuse of data leads to harm, non-
maleficence is specifically oriented towards protecting infor-
mation privacy, which all TAI guidelines orient towards. For 
media architecture, this principle is critical in its potential 
impact on urban life and requires technology developers and 
powerholders to ‘sincerely adhere to ethical and other pre-
defined principles’ and for AI systems to act ‘honestly and 
consistently’ [76]. 

• Autonomy refers to a general promotion of ‘human auton-
omy, agency, and oversight’ where humans are given the 
ability to ‘decide at any given time’ [76, 90]. Thiebes et al sug-
gest that autonomy relates to a form of ‘openness’, where the 
system is designed to be able to ‘give and receive ideas’ as a 
means of communicating trustworthiness [91, 92]. However, 
they observe that this particular principle is not unanimously 
captured as a key aspect within the selection of TAI guide-
lines studied. Instead, for the guidelines that do not accept 
human autonomy as a key principle, human autonomy is 
balanced against the other technical goals of the AI system 
[76]. In contrast, there is a clear strain in media architecture 
discourse that seeks civic participation in co-designing the 
city [37], [93]. 

• Justice describes a spectrum of ethical goals set out within 
each of the TAI guidelines. Thiebes et al note that these 
can take many forms, including the development and de-
ployment of AIs to address and ‘amend past iniquities like 
discrimination’; more equitable distribution of benefits; or 
the prevention of new harms. Justice considerations aim at 
removing bias or ‘quantifying the fairness or absence thereof 
in AI-based systems’ [76]. Similarly, Foth describes ‘oppor-
tunities to explore tinkering with algorithmic might to bring 
about a diversity dividend and increased innovation capacity 
in cities [5]. 

• Explicability describes two requirements: the ability for AI 
to be explained and understood by human users and human 
subjects and the ability for AI (and the technology develop-
ers and powerholders) to be held accountable for predictions 
and decision outputs. However, Thiebes et al, who observed 
that within the TAI guidelines studied the degree of expli-
cability varied, generally adopt the term ‘transparency’ for 
the mechanism by which TAI is realised. This principle of 
explicability is the ‘most prevalent theme in contemporary 
AI research’ as a reaction to the opaque nature of AI-based 
systems and how these systems are ‘often inaccessible and 
non-transparent to humans’ [76]. 

6.3 Seamfulness to allow for experiential 
human moments in decision-making 

A ‘seam’ is defined as a hold point in an automated decision-making 
process that acts as a ‘stopgap that reduces the negative impact’ of 
the relevant digital technology on individual residents [82]. These 
hold points permit human intervention in the automated process 
and the exercise of human autonomy. In certain scenarios, these 
hold points could provide access to the types of data collected and 
used, as well as the analytical frameworks applied to analyse the 
collected data, in order to enable such intervention and exercise of 
autonomy. 

Transparency practices create seams in decision-making pro-
cesses, particularly as digital technologies and AI are introduced as 
a way of automating decision-making processes in the urban con-
text. However, there is often a technological optimism that comes 
with digital technologies and AI and their ability to improve city 
making. This focus on intensifying the use of digital technologies, 
AI and other open governance processes to achieve a smarter city 
can neglect the human element subjected to such data collection 
and decision-making processes. Instead, these seams resist prob-
lematic seamless approaches to data collection-to-decision output 
processes, and hold space for developing selfhood and enabling the 
resident to exercise their digital right to the city and contribute to 
ever-changing iterations of value consensus. Fundamentally, these 
seams should also allow trustors to experience and provide feedback 
based on these decision-making processes. This allows us to embed 
thoughtfulness in our experience of transparency and the use of 
digital technologies and AI. One example in which seamfulness can 
play out is in the adoption of mediation theory where Verbeek’s 
hybridity is adopted as a means of using thoughtful seams in the 
design and deployment of digital city making technologies to pro-
vide incremental ‘range [in] functionality, without being locked in’ 
to extreme responses based on prioritising seamlessness [83]. 

This paper suggests that seams play an important role partic-
ularly where data is collected, used and disclosed. These seams 
provide the means to experience such data collection practices in a 
visceral way through hold points in the decision-making process 
[94]. While digital technology and AI can be used to build and 
achieve value consensus between urban planners, policy makers 
and residents, it can also be oriented at a personal level to bet-
ter the individual. For example, Calo observes that if we shift our 
approach from using digital technologies under ‘”command-and-
control” regulations’ to adopt innovative ways of experiencing data 
and digital technologies used in city making, there may be oppor-
tunities to ‘nudge’ residents to better understand and safeguard 
transparency practices. In this case, Calo suggests the traditional 
regulatory strategy of privacy notices that transparently reveal 
data collection-to-decision output processes does not take in other 
benevolent and innovative approaches to putting a data subject in 
the right model mindset to consider how their data is being used 
[94]. 

Benevolence is thus framed as a positive orientation towards the 
individual within the dataveillance forces of automated technolo-
gies. This positive orientation seeks to better individual residents to 
help them consider how their data is being collected and used. How-
ever, Lara et al observe that there is a need to embrace and embed 
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these technologies to allow for individual fulfilment and wellbeing 
[10]. To achieve wellbeing and a greater sense of community in our 
cities, they suggest we require a form of ‘neighbourhood social capi-
tal’ that is based in, among other things, norms of reciprocity—akin 
to this paper’s notion of mutual vulnerability; civic participation— 
again, the processes that seek and support consensus formation; 
and ‘trust in others, and the benefits of membership’ [10]. That 
is, the ability to benefit individually from being able to intervene 
creates and maintains the human-oriented seam in the wider joint 
activity of city building. 

This positive orientation towards the individual necessitates 
protecting spaces for selfhood development through articulating 
the technological processes—decision-making or otherwise—that 
operate on the data collected about the individual resident. The 
articulation of these processes, particularly through information 
privacy regulation, produces ‘seamful stopgaps’ within the data-
extraction processes, giving space to the resident to ‘undertake 
activities of self-definition and understanding’ [82]. In doing so, 
these seams create spaces for selfhood and exploration of the digital 
right to the city [82]. 

7 CONCLUSION 
As media architecture technologies increasingly use data-driven 
technologies and AI to understand and shape the practice of city 
making, there is a proportionate need to prioritise transparency 
practices that enable signals of benevolence to build trusted rela-
tionships between policy makers, urban designers and residents. 
Transparency practices should be built to reveal mutual vulnerabil-
ity by ensuring that what data is collected, stored and used to drive 
decision-making is not asymmetrically oriented on residents as 
data subjects. Instead, these transparency practices should require 
decision-making processes to be revealed. In this way, there is a 
mutual vulnerability in mutual visibility that enables a resident 
trustor to see how the decision-making process around city making 
is using their collected data. 

In turn, this mutual vulnerability ensures that the resultant scope, 
development, use, and deployment of these automated decision-
making technologies are not operating in theoretical vacuums be-
hind black boxes but are deeply embedded in the trust relations of 
those cities that allow active and informed civic participation. As 
such, this specific form of transparency surrenders access asym-
metry to ever-increasing and complex datasets to consider what is 
responsible data practice. Such surrender of access asymmetry can 
thus emerge as a new way of considering how automated decision-
making systems can be designed and deployed in a trustworthy 
way to affect how we live, work, and play in these sensorised urban 
environments. 

The emergent form of transparency enables residents to decide 
how they will be surveilled, and how they might participate in 
the processes of value consensus and use of their digital right to 
the city. Where transparent practices expose mutual vulnerability 
through visibility of both data handler and data subject, boundary-
management strategies of seamfulness can be adopted to carve out 
spaces for autonomy, dignity and selfhood development. 
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