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Comment {-Test evaluates in single-precision the value of
Student’s [2] t-distribution for argument 7' and degrees of freedom
DF. The two-tailed Student’s {-distribution, 4, is obtained as the
indefinite integral:

o 2 _DF+1
= i 2
A(T,DF) = C/; (1+DF) dx

where C is chosen so that 4 (0, DF) = 1.

The integration of A can be accomplished exactly by integrat-
ing by parts successively, obtaining:
for DF an odd integer,

2 4
A(T,DF) =1 — g{arctana + ab [1 +b (g) + b? (—-—)
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and for DF an even integer,

A(T, DF) =1——a\/3|:1—l—b-(é>+b2 (1‘?)
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A FortrAN program evaluating these series is given below,
giving at least six correct significant figures after the decimal—
more than enough accuracy for most statistical applications. The
t-Test is usually applied in small-sample statistics {1] where DF <
30. The algorithm presented here is faster and simpler, with ac-
curacy equal to previous algorithms for DF < 30. In the range
30 < DF < 100, this algorithm is competitive in speed and ac-
curacy with previous algorithms. For the range DF > 100, small-
sample assumptions may be altered by replacing the integrand of
the distribution by a Gaussian (normal) curve; hence much greater
speed is obtained in this range by employing, for example, Al-
gorithm 209 [3]. Instructive comments and bibliography are ob-
tainable from Algorithm 321 [4], where an algorithm competitive
for the range 30 < DF < 100 is presented and the use of Algorithm
209 is discussed. ¢

Thanks to the referee for many helpful suggestions, which have
been incorporated, and to Joan Warner, who has aided in the pro-
gramming and testing of this algorithm.
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The probable error of a mean.

SUBROUTINE TTEST
C o H KRS A KRN K

¥* (TsDF s ANSWKERR)

C
REAL ANSsD1sD2+sFlLsF24sTeTlaT2
C
INTEGER DF + 1 s KERR N
C
DATA D1/463661977/
Cc
C QebB36H619772367581234,0e= 2/ PI
C
KERR = 0O
C
IF(DF«GT«C) GO TO 1
C
C ERROR RETURN IF DF NOT POSITIVE
C
KERR = 1
ANS = .
RETURN
C
C BEGIN COMPUTATICON OF SERIES
C
1 T = ABS(T)
T1 = T/SGRT(FLOATI(DF))
T2 = le/(1e+T1%#T1)
C
IF((DF/2)%¥2+EQeDF ) GO TO 5
C
C CF IS AN ODD INTEGER
C
ANS = 1.—DI¥*ATAN(T1)
C
IF(DF«EQel) GO TO 4
C
D2 = DI¥T1%T2
ANS = ANS-D2
Cc
IF(DF «EGQe3) GO TO 4
C
F1 = D
2 N = (DF=-2)/2
DO 3 I=1sN
F2 = 2+¥FLOAT(1)-F1
D2 = DR¥T2¥F2/(F2+1s)
3 ANS = ANS-D2
C
C CCMMON RETURN AFTZR COMPUTATION
C
4 IF(ANS«LTe0e) ANS = Qe
RETURN
C
C DF IS AN £EVEN INTEGER
C
5 D2 = TI1*¥SQRT(T2)
ANS = 1e-D2
C
IF(DF «EQe2) GO TO 4
C
F1 = 1l
GO 70 2
END
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I. Fargas (Recd. 1 Aug. 1968)

Dept. of Computer Science, University of Toronto,
Toronto, Ontario, Canada

KEY WORDS AND PHRASES: special functions, complete
elliptic integral of the first kind, complete elliptic integral of the
second kind

CR CATEGORIES: 5.12

One misprint and one semantic error were found in Algorithm
165:
1. The procedure heading
procedure KANDE (ml,K E iol,alarm);
should read
procedure KANDE (ml1,K,E ol alarm);
2. The second statement in the procedure body

a := fact: = 1;
should read
fact: = 1;a: = 1;
because fact and g are of different types.

Algorithm 165 was translated into ForTran IV on an IBM 7094-
II, whose single-precision mantissa has 27 significant bits (about
8 significant decimal digits). Because our SQRT program has a
relative accuracy of .7510 — 8, tol was chosen 3y — 8. K and E were
generated for m1 = (.01(.01)1.0) (to 27 bits) and the results ob-
tained were compared with tables in [1]. For ml = .01 E differed
by two units in the last place; for all other values of ml, the maxi-
mum absolute error was one unit in the last place. The time taken
to activate KANDE for the above 100 values of ml was 0.1 sec.
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The algorithm, as published, requires four iterations to find the
solution to a pair of linear equations. The difficulty seems to lie in
the last statement of the first column. If this is replaced by

delf [j 7] := flj] — prevflsl;

then the algorithm works well. In fact, however, it is now simply
an n-dimensional secant method, which can be described by the

iteration
2 = b — sz, (OF) T F(2¥), k = 0,12,.. .,

where 6F; and 8z, are matrices whose ith columns are f(z* %) —
f(z*) and o*—¢ — z*, respectively. The iteration is started by setting

:l)_'.=$€0+he,'
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where 2° is a given vector, & is a small positive constant, and e; is
the ¢th unit coordinate vector. :

It should be observed, also, that the algorithm will not break
down if ézx becomes singular. However, if this should happen it
means that 2%, £¥1, . . ., z¥ " lie in a proper subspace S of E», Euclid-
ean n-space, and all successive iterates will also lie in S. Hence
the algorithm may converge to a point in S which is not a solution
to f(z) = 0. To prevent this, the norm of f(z) should be checked
before leaving the procedure.

Algorithms Policy « Revised August, 1966
(Includes Fortran)

A contribution to the Algorithms Department should be in the form of an
algorithm, a certification, or a remark. Contributionsshould be sent in dupli-
cate to the editor, typewritten double spaced. Authors should carefully
follow the style of this department with especial attention to indentation
and completeness of references.

An algorithm must normally be written in the ALGOL 60 Reference
Language [Comm. ACM ¢ (Jan. 1963), 1-17] or in ASA Standard FORTRAN
or Bagsic FORTRAN [Comm. ACM 7 (Oct. 1964), 590-625]. Consideration
will be given to algorithms written in other languages provided the language
has been fully documented in the open literature and provided the author
presents convincing arguments that his algorithm is best described in the
chosen language and cannot be adequately described in either ALGOL 60
or FORTRAN.

An algorithm written in ALGOL 60 normally consists of a commented
procedure declaration. It should be typewritten double spaced in capital and
lower-case letters. Material to appear in boldface type should be under-
lined in black. Blue underlining may be used to indicate italic type, but this
is usually best left to the Editor. An algorithm written in FORTRAN nor-
mally consists of a commented subprogram. It should be typewritten double
spaced in the form normally used for FORTRAN or it should be in the form
of a listing of a FORTRAN card deck together with a copy of the card deck.
Each algorithm must be accompanied by a complete driver program in its
language which generates test data, calls the procedure, and produces test
answers. Moreover, selected previously obtained test answers should be given
in comments in either the driver program or the algorithm. The driver pro-
gram may be publishedwith the algorithm if it would be of major assistance
to a user.

For ALGOL 60 programs, input and output should be achieved by pro-
cedure statements, using any of the following eleven procedures (whose body
is not specified in ALGOL) [See ‘“Report on Input-Output Procedures for
ALGOL 60,” Comm. ACM 7 (Oct. 1964), 628-629]:

tnsymbol inreal oularray intnleger
outsymbol outreal outboolean oulinteger
length inarray outstring

1f only one channel is used by the program for output, it should be desig-
nated by 1 and similarly a single input channel should be designated by 2.
Examples:

outstring (1, ‘z="); outreal (1,z);

for 1 := 1 step 1 until n do vutreal (1,A4[z]);

ininteger (2, digit [17]):
For FORTRAN programs, input and output should be achieved as described
in the ASA preliminary report on FORTRAN and Basic FORTRAN.

It is intended that each published algorithm be well organized, clearly
commented, syntactically correct, and a substantial contribution tc the
literature of Algorithms, It is necessary but not sufficient that a published
algorithm operate on some machine and give correct answers. It must also
communicate a method to the reader in a clear and unambiguous manner.
All contributions will be refereed both by human beings and by an appro-
priate compiler. Authors should pay considerable attention to the correctness
of their programs, since referees cannot be expected to debug them.

Certifications and remarks should add new information to that already
published. Readers are especially encouraged to test and certify previously
uncertified algorithms. Rewritten versions of previously published al-
gorithms will be refereed as new contributions and should not be imbedded
in certifications or remarks,

Galley proofs will be sent to authors; obviously rapid and ecareful proof-
reading is of paramount importance.

Although each algorithm has been tested by its author, no liability is
assumed by the contributor, the editor, or the Association for Computing
Machinery in connection therewith.

The reproduction of algorithms appearing in this department is explicitly
permitted without any charge. When reproduction is for publication pur-
poses, reference must be made to the algorithm author and to the Communi-
cations issue bearing the algorithm.—J.G.Herriot
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F-distribution,

Algorithm 322 was coded into Forrran and run on a CDC 3200,
and its accuracy for moderate probability levels was tested using
(a) 5-figure critical values of the F-distribution at the .95 and .99
levels, taken from [1], and (b) 6-figure probability values of the t-
distribution, taken from [2]. In both cases, limitations in the re-
sults appeared to be due to limitations in the tables, rather than in
the algorithm.

232 values of the F-distribution were tested, for m = 1 and 12
using all tabulated values of n, and for n = 10 and 21 using all
tabulated values of m. All the results agreed with the tabulated
probability level to 4 significant figures, 899, to 5 figures, and over
half the results agreed to 6 or more figures.

300 values of the {-distribution were tested, for n = 1(1)30 and
t = .5(.5)5. All the results agreed with the tabulated probability to
5 significant figures, and 909, to the full 6 figures given in
the tables.

To test extreme probability levels, another 100 values of the
F-distribution were used: for m = n = 2, 10, 50, 75, 100, 120, 150,
200, 300, and 400 for each of the values z = 10¢, where ¢ = 5(1)5.
It was found that for probabilities which are extremely close to 0
or 1, the algorithm may produce probabilities which are slightly
less than zero, or slightly greater than 1. It is recommended that
a “guard’” be inserted in the program to set these values equal to
0 or 1. For example, this could be done by inserting before
Fisher:=p the additional statement

p :=if p > 1 then 1 else if p < 0 then 0 else p;

The time taken by the algorithm was directly proportional to
the sum of the degrees of freedom. The constant of proportionality
depended mainly on whether m was even or odd (the time taken
for m even being .81 of the time taken for m odd, using a CDC 3200
with programmed floating point). To a much lesser extent, it was
influenced by whether n was even or odd (the time taken for n even
being .99 of that for n odd).

REFERENCES
1. OwenN, D. B. Handbook of Siatistical Tables. Addison-Wesley,
Reading, Mass., 1962.
2. SmirNov, N. V. Tables for the Distribution and Density Func-
tions of t-distrtbution. Pergamon Press, Oxford, 1961.

REMARK ON ALGORITHM 337 [C1]

CALCULATION OF A POLYNOMIAL AND ITS
DERIVATIVE VALUES BY HORNER SCHEME
[W. Pankiewicz, Comm. ACM 11 (Sept. 1968), 633]

Ouver K. Smita (Recd. 27 Sept. 1968)

Applied Mathematics Dept., Systems Group of TRW,
Ine., 1 Space Park, Redondo Beach, CA 90278

KEY WORDS AND PHRASES: function evaluation, polyno-

mial evaluation, ALgoL procedure, Horner’s scheme
CR CATEGORIES: 4.22,5.12

The definition of the given polynomial is incorrect in the com-
ment. In both the third line and the eighth line of the comment,
alj] should be replaced by a[n — j]. Also the first word “and”’ of the
fourth line of the comment should be changed to ““at’”.
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