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A mathematical model is developed for the mean and variance 
of the number of trials to recover a given document in a ran- 
domly received list of files. The search method described is 
binary in nature and offers new potential for information re- 
trieval systems. 
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I n t r o d u c t i o n  

In the last decade the information explosion problem 
has become increasingly important. Libraries, legal ad- 
visory services, medical centers, and professional scien- 
tific organizations must cope with a huge volume of new 
literature in pertinent fields. The problem of storage and 
retrieval of relevant articles and documents is as complex 
as that  of "keeping up with the literature." The ran- 
domized binary search technique offered below has the 
potential of being quite useful in information retrieval. 

This techifique has been introduced by Sussenguth [1] 
and comparisons of search costs with alternate methods 
looked at by Clampett [2]. 

To illustrate the technique let us consider the following 
example of a list of ten files numbered 0 to 9. Assume that  
these files arrived into a given system in a random order 
and were stored in order of arrival. Suppose a particular 
arrival pattern is 5, 8, 2, 9, 7, 4, 1, 3, 0, 6 and a call is 
made for file 3. Under the binary storage method the docu- 
ments are stored in the following tree structure. 

5 

0 2 8 ~  9 

- 46 

From every node of the tree two branches originate. 
The right branch leads to higher numbers, the left branch 
to lower numbers. To find 3, since 3 is less than 5, the left 
branch out of 5 is selected. Since 3 is greater than 2, the 
process selects the right-hand branch from 2. This leads 
to 4, and from there the left-hand branch leads to 3. I t  
can be seen that  at  each stage the range of search is nar- 
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TABLE I 

0r~r ~ numbers 

Number of trials to find ~ (by 
binary search) 

444444333333222222111111 
332211442211443311443322 
213132214142314143324243 
121323121424131434232434 
342243232233111111433322 

rowed as the process eliminates intervals wherein the num- 
ber sought cannot lie. In the selection of the left-hand 
branch at  the first stage, the range of search is immedi- 
ately limited to [0, 4]. The right-hand branch from the 
node 2 eliminates the interval [0, 2] so that  [3, 4] only 
remains to be searched, and so on until the range of search 
is simply one number, the one sought. 

To set up the mathematical model to find the expected 
value and variance of the number of trials required to 
recover a particular file, a further simplified example is 
used. Suppose the documents are coded as 1, 2, 3, 4, 
and that  2 is the catalog of the desired article. The arrival 
of the documents is random and thus 24 equally likely 
arrangements exist. Table I gives a full enumeration of 
these permutations. 

The permutation 3, 4, 1, 2 may be arranged as 

3 

and requires 3 trials to find 2. The average number of 
trials to recover 2 is 56/24. The variance of the number of 
trials is 35/36. 

M a t h e m a t i c a l  M o d e l  

Consider the given list of numbers arranged in monotonic 
order such as 1, 2, 3, 4. Let x(i, j) denote the number of 
trials required to recover a particular number (i, j )  which 
has in this ordered list i numbers to its left and j to its 
right. In  the above example x(1, 2) is the number of trials 
to recover 2 = (1, 2). In the search to recover (1, 2) = 2 
we examine the first element in the file. If it is (1, 2), we 
are finished, and since (1, 2) is the first number in 1/4 of 
the permutations, x(1, 2) = 1 with probability 1/4. If  the 
first search yields 1 = (0, 3), the problem is reduced to 
finding the number 2 in the group 2, 3, 4, since the number 
1 is eliminated. Thus x(1, 2) = 1 + x(0, 2) with prob- 
ability 1/4. If the first search yields the number 3 = (2, 1), 
then because of the tree structure the next searches are 
narrowed to the set 1 , 2 s o  t h a t x ( 1 ,  2) = 1 + x (1 ,0 )  
with probability 1/4. If the first search element is 4, then 
x(1, 2) = 1 + x(1, 1) with probability 1/4. 

In the general case the search is for the number (i, j ) ,  
and if (i, j )  is the first number examined, then x(i, j) = 1 
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with probability 1 / ( i  + j + !) since there are i + j + 1 
numbers in the total, and they each appear first in the 
same number of permutations. If the first number ex- 
amined is (k~, i + j -- kx) where kl < i, then the search 
is restricted to the numbers to the right, so that x( i ,  j )  = 
1 + x ( i  - k t ,  j )  with probability 1 / ( i  + j + 1). If the 
first number examined is ( i  + j -- k2, k2) where k2 _> j ,  a 
similar argument shows that x( i ,  j )  = 1 + x ( i ,  j --  k2). 
Then obviously 

x ( i , j )  = + z ( i  -- t e l , j )  

• + x( i ,  j - k~) J 

1 
l + i + j ;  

1 
with probability, 1 + i + j ;  

1 
l + i A - j  

Let n( i ,  j )  = E[x( i ,  j)]. Then taking expectations in (1), 
f o r i # O ,  j #  O, 

(1) 

kl = 1, " - ' , i ;  

k2 = 1, " ' "  , j. 

1 n ( i  - -  lcl, j )  n ( i , j )  = 1 + 1 +  i +  j 
(2) 

+ k ,=l~n( i ' J - -k2) ] .  

The solution to eq. (2) under the boundary condition 
n(0, 0) = 1 can be found using the following identity 
when neither i nor j is zero: 

n ( i , j )  + n ( i -  1, j -  1) (3) 

- -  n ( i , j  - -  1) - - n ( i - -  1, j )  ~ O. 

Using eq. (3) recursively yields 

n( i ,  j )  = n(O, j )  + n( i ,  0) -- n(0, 0). (4) 

For j = 0 the appropriate version of eq. (2) is 
i 

1 Z n ( i  - -  ~1, 0) .  ( 5 )  n( i ,  0) = 1 + ~ k,=l 

Similarly 
1 J 

n(0, j )  = 1 + 1 +-----j k~1 n(0, j - -  /c,). (6) 

From eq. (5) 
i--1 

n ( i - -  1 ,0 )  = 1 +=1 ~ n ( i - -  k~-- 1,0). (6a) 
2, k l ~ l  

But 
i--1 

n ( i  -- kl -- 1 , 0 )  

i 
= ~ n ( i  - k~) - n ( i  - 1, 0) (6b)  

kiN1 

= (1 + i ) [n( i ,  0) -- 1] -- n ( i  -- 1, 0), 

from eq. (5). Substituting this expression in (6a) 

1 (7)  n( i ,  O) -- n ( i  --  1 ,0 )  -- 1 + i" 

Using this recursively and n(0, 0) -- 1, 

i+1 1 
n( i ,  0) = ~ i >_ 1. (8) 

kl=l 

Similarly, 
j+ l  

n(O, j )  = E 1 - ,  j > 1. (9) 
k~ffil k2 

Substituting eqs. (8) and (9) in eq. (4), if neither i n o r j  
is zero, 

i+1 1 

The variance of x ( i , j )  is found from eq. (1) by squaring 
= E[x(+, 3)], both sides and taking expectations. If s(i ,  j )  • • 2 

s(i ,  j )  + 1 -- 2n( i ,  j )  

1 1  + i -I- j I ~ s(i -- ~l' J) -'l-" ~ S(i'j -- +2) ] " k2~I 

For i # 0, j = 0, the appropriate version of eq. (11) is 

s(i  - -  kl, 0). (12) 
1 

s(i ,  O) + 1 -- 2n( i ,  O) - 1 +----i k,ffi~ 

so that, using methods similar to those employed in the 
derivation of eq. (7), 

(1, i )[s( i ,  O) - s ( i  -- 1, 0)] 
(13) 

-- 2n ( i  -- 1 , 0 )  -- 1 = O. 

Thus, using s(0, 0) = 1, recursion on this equation yields 
i 

s(i, 0 ) =  ~2 1 klffi~ ~ [2n(k~ -- 1, 0) + 1] + 1, (14) 

/ > _ 1 .  

Similarly, 

s(i ,  O) = 
1 

karl ~ [2n(0, k2 -- 1) + 1] -t- 1, (15) 

j > l .  

For i # 0, j # 0, using earlier results for n( i ,  j )  developed 
in eqs. (4) and (10), the following relation can be deduced 
from (11) : 

s ( i , j )  + s ( i  --  1, j --  1) -- s ( i , j  --  1) -- s ( i  - - j )  

_ 2 ( i + j )  [ n ( i , j )  a n ( i - -  1, j - -  1) 
( i + j +  1) 

- -  n ( i , j  - -  1) --  n ( i  --  1 , / ) ]  (16)  

+ 2 [n ( i , j )  --  n ( n  --  1 , j  --  1)] 
( i + ~ +  1) 

(i,j + 1) V~--1 + T T i  • 
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T A B L E  I I .  MEAN (UPPER FIGURE) AND VARIANCE OF 
TmALS TO RETRIEVE (i, j )  

i / j  0 1 2 

0 1.0000 1.5000 1.8333 
0.0000 0.2500 0.4722 

1 1.5000 2.0000 2.3333 
0.2500 0.6667 0.9722 

2 1.8333 2.3333 2.6667 
0.4722 0.9722 1.3222 

3 2.0833 2.5833 2.9167 
0.6597 1.2097 1.5875 

4 2.2833 2.7833 3.1107 
0.8197 1.4031 1.7999 

5 2.4500 2.9500 3.2833 
0.9589 1.5658 1.9765 

I0 3.0199 3.5199 3.8.532 
1.4618 2.1285 2.5751 

15 3.3807 3.8807 4.2141 
1.8517 2.4876 2.9494 

20 3.6454 4.1454 4.4787 
2.0469 2.7515 3.2218 

3 4 

2.0833 2.2833 
0.6507 0.8197 

2.5833 2.7833 
1.2097 1.4031 

2.9167 3.1167 
1.5875 1.7999 

3.1567 3.3967 
1.8709 2.0955 

3.3567 3.5667 
2.0955 2.3293 

3.5333 3.7333 
2.2814 2.5218 

4.1032 4.3032 
2.9045 3.1930 

4.4541 4.3641 
3.2807 3.5563 

4.7287 4.9287 
3.5681 3.8394 

5 10 15 20 

2.4~00 3.0199 3.3807 3.6454 
0.9586 1.4618 1.7964 2.0469 

2.9500 3.8199 3.8807 4.1454 
1.5658 2.1285 2.4873 2.7515 

3.2833 3.8532 4.2141 4.4787 
1.9765 3.5751 2.9494 3.2218 

3.5333 4.1023 4.4641 4.7287 
2.2814 2.9045 3.2897 3.5681 

3.7333 4.3032 4.8641 4.0287 
2.5218 3.1630 3.5563 3.8394 

3.9000 4.4699 4.8307 5.0954 
2.7194 3.3745 3.7742 4.0910 

4.4699 5.0398 5.4006 5.6652 
3.3745 4.0695 4.4884 4.7868 

4.8307 5.4009 5.7915 6.0291 
3.7742 4.4884 4.9170 ~L2212 

5.0954 5.6652 8.0261 9.2907 
4.0610 4.7866 5.2212 5.5293 

On intuitive investigation and by employing the results 
found above, the general solution for eq. (16), when i # 0, 
j # 0, is found to be 

,({, j) = 2 ~ I 

+ 1 
• i - - b  1 - -  kl j + l - - ~  

+ s(i, 0) + s(0, j )  - -  s(O, 0). 

From s(i, j )  the variance of x(i, j )  is easily found. 
If every file in a list were to be called with equal fre- 

quency, the long-run average number of trials to recover a 
document would be 

~ i n ( k 3 , i + j +  I - -  k3) 
Z[N] = ~,=0 (18) 

( i + j +  1) 

The complete distribution of z(i, j)  can be approached by 
setting up difference equations of the probability generat- 
ing function of x(i, j )  but these equations are too complex 
to have a solution in closed analytic form. Some numericM 
values of the mean and variance of the number of trials to 
find document (i, j)  are presented in Table II. 

A possible application of the binary search technique is 
in situations where the order of randomly arriving files 
must be presented. For example Western Union is re- 
quired to store messages on drum for a certain period after 
their arrivM before transferring them to slower access 
equipment. If messages can be uniquely coded (according 
to place of origin and name of receiver, say) the 3-cell 
technique demonstrated by Clampett may be modified to 

T A B L E  I I I .  DRUM STORAGE PATTERNS 

Message code Address of ceil udth Address of cell ~lh 
Cell and time of nexl lo~er code in tree next higher code in 

number arrieal and tlm~ of em,y Sree and time of enIry 

/,ocaZiwn 
information 
(~ll number) 

A. S torage  P a t t e r n  1 

1 73,1 5,, 9,, 4 
5 62,, 13,  21,, 8 
9 84, 8 25,, 29,, 12 

13 10,, 17u 16 
17 27,, 20 
21 68,, 33,, 24 
25 75,, 28 
29 91,, 32 
33 66,, 36 

B.  Drum Storage Pat tern  2 

1 12,,, 4 
5 62,, 13,, 21,, 8 
9 84,, 25,, 29,, 12 

13 I0,, 17,, 16 
17 27,s 1,,o 20 
21 68,, 33,, 9,,+2'* 24 
25 75,, 28 
29 91,, 32 
33 66,, 36 

C. D r u m  Storage  P a t t e r n  3 

1 12,,o 4 
5 74,,, 8 
9 84,, 25~ 29,, 12 

13 I0,, 17,1 16 
17 27,, I,,, 20 
21 68,, 33,, 9,,+T* 24 
25 75,, 5,,, 28 
29 91,, 32 
33 66,, 13,,+r* 36 

a 4-cell technique with one cell to hold the message code, 
two cells to indicate drum addresses of higher/lower code 
numbers, and a last cell giving data on actual physical 
message location. A call for verification of a particular 
message is readily traceable using the binary search tech- 
nique, and the message may be removed after the specified 
period with a new ordered tree of messages remaining. To 
illustrate how this could be effected, let us consider the 
following nonrigorous example. 

Let T* be the required time messages are held ondrum, 
and suppose there are 4 m available cells on the drum. 
Assume no more than m messages arrive per period T*. 
Denote the messages ml, m~, . - . .  Upon arrival at time 
t~ message ms will enter cell 

4{i -- [i -- 1/ra].ra} -- 3, 

where Ix] denotes the integral part of the number x. Mes- 
sages will be coded and the code representations connected 
by a binary tree structure. At any time t there will exist a 
tree structure of no more than m codes. 

Consider a specific case where m = 9, with the first 11 
messages having codes 73, 62, 84, 10, 27, 68, 75, 91, 66, 12, 
74. These messages arrive at times t l , . . . ,  tzl with 
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rio ~ t~ + T*. T h e  first comple te  t ree  is:  

73 

T h e  cor responding  d r u m  s torage  p a t t e r n  ju s t  before  t ime  
tl + T* is shown in T a b l e  I I I ,  where  cells are  coun ted  
down successive columns.  

Cons ider  the  a r r iva l  of t he  message wi th  code 27. F r o m  
the  t ree  s t ruc tu re  we see t h a t  27 lies on the  r i g h t - h a n d  
b ranch  f rom 10. Hence  a t  t ime  t5 (when  the  message wi th  
code 27 ar r ives)  the  code 27 will  be en te red  in cell 17, and  
in cell 15 (cor responding  to  the  r i gh t -hand  b r a n c h  f rom 
10) t he  address  cell 17 will be  entered .  A s imi lar  p rocedure  
is used for codes on l e f t -hand  b ranches  in t he  tree.  

Suppose  now t h a t  a call  is made  for t he  message wi th  
code 66. E n t r y  in  th is  ease is made  to  cell 1. Since 66 is 
less t h a n  73, the  l e f t -hand  b r a n c h  f rom 73 is required .  Th is  
leads  to  cell 5. I n  cell 5 t he  code 62 is found.  Since 66 is 
g rea te r  t h a n  62 the  r i g h t - h a n d  b r a n c h  f rom 62 is needed,  
l ead ing  to  cell 21. Here  code 68 is located,  and  the  lef t -  
h a n d  b ranch  f rom this  po in t  to cell 33 uncovers  code 66. 
I n  cell 36 is i n fo rma t ion  concerning the  ac tua l  message.  

T h e  g rea te r  a d v a n t a g e  of the  b i n a r y  search t echn ique  
however  lies in i ts  ab i l i t y  to change  read i ly  as new messages 
en te r  and  leave  the  d rum.  A t  t ime  h -~ T* cells 1 to 4 a re  
to  be  erased  as t he  code in fo rma t ion  is t r ans fe r red  else- 
where.  T h e  or iginal  t ree  s t ruc tu re  is to be des t royed  and  a 
new s t ruc tu re  fo rmed  wi th  leading  e lement  the  code of mes-  
sage ms ,  or 62. T h e  following genera l  scheme appl ies  to  
fo rm th is  new cons t ruc t ion  when  the  code of m~ is less t h a n  
the  code of m i _ l .  ( A  s imple  ana logy  holds  in the  reverse  
case.)  

STEP 1. Let the present tree structure be made up of message 
codes a~ , . . - ,  a,, (where a~ is the code of message m~ for some i). 
a~ is the leading code which has to be deleted and replaced by, 
say, a j .  aj is less than a~ . The left-hand side of the tree (from a~) 
is searched for the most-right-hand element, say aj*. This is easily 
found by tracing the left-hand branch from a~ and then successive 
right-hand branches from that  point until no more exist at code 
aj*. 

STEP 2. In the drum storage pattern if a~ is in cell p* = 4p - 3 
(1 _< p _< 9), and aj* in cell q* = 4q -- 3 (1 < q ~. 9) the number 
in cell p* + 2 is transferred to cell q* + 2 (which is previously 
empty), and cells p* to p* + 3 are erased as message a~ is trans- 
ferred. At this point the code on the left-hand branch from a~ in 
the original tree, say al*, heads a new tree structure. Note that  
the code of any new message arriving may be appended now ia its 
appropriate position in the new tree structure, using the just 
vacated drum cells. If a~* = a t the process is finished. If al* ~ aj 
the following step is required. 

STEP 3. The same procedure as in step 2 is followed to replace 
al* by ai*. That is, the most right-hand element on the left side 
of the tree headed by a~* (assuming a t < a~*) is found, and the 

transfer of cell addresses effected. However, now the information 
pertaining to al* is not erased. Via step 1 the process is repeated 
until at some stage al* = aj in s tep  2. 

To  demons t r a t e ,  consider  t he  prev ious  example  where  
code 73 is to be erased,  and  code 62 to  head  a new t ree  
s t ruc ture ,  al  = 73, ai  = 62, p* = 1, q* = 21. I n  s tep  1, 
ai* is loca ted  as at* = 68. I n  s tep  2, the  n u m b e r  9 in cell 
p* -t- 2 = 3 is t r ans fe r red  to  cell q* ~ 2 = 23. Cells 1 to  4 
a re  erased,  al* = 62 = aj  so t he  process  t e rmina te s .  I f  12 
is t he  code of message ml0, t he  fol lowing t ree  s t ruc tu re  and  
d r u m  s to rage  p a t t e r n  are  o b t a i n e d  a t  t ime  tl0. 

62 

/ 75 

12 

W h e n  code 62 is to be  t r ans fe r red  (see T a b l e  I I I .  B )  a t  
t ime  t2 -t- T* and  rep laced  b y  code 84 lead ing  a new s t ruc-  
ture ,  we have  al ~ 62, a i  = 84. B y  s tep  1 ai* = 66. B y  
s tep  2 al* = 68 and  p* = 5, q* = 33. Hence  the  e l emen t  
in cell 6 is t r ans fe r red  to  cell 34, a n d  cells 5 to  8 are  erased.  
W i t h  t he  code of message ml~ appended ,  t he  t ree  s t ruc tu re  
and  d r u m  s torage  p a t t e r n  af te r  S tep  2 are  

68 

12 

I n  one s tep  the  final p a t t e r n  wi th  84 lead ing  the  t ree  
s t ruc tu re  will  be  o b t a i n e d  (see T a b l e  I I I .  C).  _Although the re  
is some de l ay  in cons t ruc t ing  new t ree  s t ruc tu res  a t  each  
i n s t a n t  of t ime,  a p rac t i ca l  scheme would  no d o u b t  e m p l o y  
soph i s t i ca t ed  vers ions  of t he  above  s teps  to  min imize  th is  
aspect .  T h e  a d v a n t a g e s  of t he  b i n a r y  search  t echn ique  are  
now o b v i o u s - - i t  has  the  ab i l i t y  to  dea l  w i th  r a n d o m  ar-  
r iva ls  and  y e t  i t  can,  a t  t he  same  t ime,  p rov ide  an  ex- 
t r e me ly  efficient m e t h o d  of re t r ieva l .  
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