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ABSTRACT
The prominence of cardiovascular diseases, particularly heart at-
tacks, as a leading cause of global mortality is highlighted, with
an increasing number of deaths attributed to cardiovascular dis-
eases over the years. Amidst these challenges, artificial intelligence
(AI) and machine learning (ML) technologies emerge as powerful
tools in healthcare. This study conducts a comparative analysis
of predictive features extracted from diverse classification algo-
rithms, including AdaBoost Classifier (ABC ), Random Forest (RF),
Gradient Boosting Classifier(GBC) and Light Gradient-Boosting
Machine (LGBM), aiming to identify common patterns in predictive
outcomes. LGBM emerges as the standout performer among classifi-
cation algorithms, boasting a remarkable average training accuracy
of 99.33%. Results demonstrate comparable precision, recall, and F1
scores among RF, GB, and LGBM, while ABC lags behind. The study
reveals from eXplainable AI technique that consistent attribution
of importance to attributes like "kcm" and "troponin" across all
methods for classifying "Attack" instances, indicating their pivotal
role in prediction. The research underscores the potential clinical
application of machine learning for heart attack diagnosis and sug-
gests the adoption of various deep learning techniques to enhance
predictive performance.

CCS CONCEPTS
•MLModels withHeart Attack Dataset→Major contributing
features for heart attack.
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1 INTRODUCTION
The heart, the main organ of the human body, supplies blood
through the blood vessels of the circulatory system to transport
blood, oxygen, and other materials to the different organs of the
body [18]. When a coronary artery becomes partially or completely
blocked due to plaque buildup or a blood clot, the blood flow to a
section of the heart muscle is reduced or cut off. this can lead to
damage or death of the heart muscle cells and eventually, a heart
attack[20]. According to a recent estimate from the World Heart
Federation, the number of deaths caused by cardiovascular disease
(CVD) increased globally from 12.1 million in 1990 to 20.5 million in
2021 accounting the largest cause of death globally, with low- and
middle-income nations accounting for 4/5 of all CVD fatalities [25].
On the other hand, in spite of geographical locations, heart dis-
eases are due to many reasons such as age factors, smoking, stress,
lifestyle, diabetes, and blood pressure [31].
Artificial intelligence (AI) and Machine Learning (ML) are cutting-
edge technologies that have a major impact on healthcare and
individualized clinical support [15]. The importance of these fields
is growing as available data formats for medical persons make it
challenging to derive information from those patterns and make
decisions [9]. Not only ML algorithms, even deep learning neural
networks are also playing a major role in heart disease prediction
assisting in analyzing the large amount of data that is available to
physicians, investigating diagnostic patterns, streamlining them,
and integrating the patient’s records to prevent errors [3]. It is
well aware that to provide immediate assistance and avoid fatal
outcomes, early diagnosis of future heart attacks is essential [27],
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the current ML and DL approach are only statistical and considered
black box resulting the complex behaviour of the models [17].
To overcome the black box approach of the AI models and make
understandable interpretations, the study explores the Explainable
AI (XAI) algorithm: Local Interpretable Model-Agnostic Explana-
tions (LIME) serve as interpretable tools that provide transparency
to machine learning predictions [30]. By simulating the behavior
of the model close to a particular instance, LIME produces local
explanations for specific predictions [26]. With a thorough under-
standing of the causes of heart attacks for a particular record sample
given by the XAI algorithms, doctors may consider the results of
this study for decision-making.
The objectives of the proposed study are:

(1) To predict the Heart attack for a given sample and compare
the performance of five different machine learning models:
AdaBoost Classifier (ABC ), Random Forest (RF), Gradient
Boosting Classifier (GBC) and Light Gradient-Boosting Ma-
chine (LGBM).

(2) To identify the main factors affecting their predictions using
Explainable AI algorithms with LIME.

2 RELATEDWORKS
2.1 Machine Learning Approach
R.Bharti et al. [5] studied different ML and DL algorithms to com-
pare the results for UCI Machine Learning heart disease dataset and
the result showed that the accuracy of the 80.3%, 83.31%, 84.86%,
83.29%, 82.33% and 71.4% for Random Forest (RF), Logistic Regres-
sion (LR), K Nearest Neighbor (KNN), Support Vector Machine
(SVM), Decision Tree (DT) and XGBoost. S. Mohan et al.[22] pro-
posed hybrid HRFLM approach of RF and Linear Method (LM) to
find the accuracy of 88.4% in predicting heart disease. F.S. Alotaibi
[2] proposed a comparative analysis of classification algorithms,
where the DT algorithm achieved the highest accuracy of 93.19%, fol-
lowing closely was SVM, RF, Naive Bayes(NB), LR with an accuracy
of 92.30% , 89.14%, 87.27% and 87.36% in a line. A. K. Gárate-Escamila
et al. [12] proposed a hybrid approach combining a chi-square (CHI)
with principal component analysis (PCA) and discovered that CHI-
PCA with RF performed best among the classifiers, with 98.7%
accuracy for Cleveland, 99.0% accuracy for Hungarian, and 99.4%
accuracy for CH datasets. S. Archana et al.[29] performed the com-
parative study and found out k-NN excelled in identifying patterns
with accuracy of 87% , closely followed by SVM with 83% along
with DT achieved 79% accuracy, while LR yielded 78%.
T.Guleria et al. [14] studied and evaluated various machine learning
algorithms including SVM, KNN, AdaBoost, bagged trees, LR, and
Gaussian naive Bayes for heart disease classification where in-depth
XAI techniques like feature selection, explainable weight initial-
ization, normalization, and optimization were also explored. The
SVM algorithm outperforms others with an 82.5% accuracy, 84.7%
F-measure, 91.5% recall and AUC is 0.89 on heart disease datasets. S.
Folorunso et al.[10] research involved applying seven different ML
models, which included k-NN, eXtreme Gradient Boosting, Extra
Trees, DT, LGBMight, SVM, and RF, to the heart disease dataset. Var-
ious evaluation metrics such as recall, precision, F1-Score, accuracy,
ROC, and RPC were utilized to assess the models and findings indi-
cate that the Extra Trees model outperformed the others, achieving

an 87% accuracy, 0.88 precision, 0.86 RPC, 0.87 recall, 0.94 ROC,
and 0.935 F1-score. T Obasi et al.[23] used an approach that merges
RF, Bayesian Classification, and LR to construct a medical decision
support system for forecasting heart ailments consisting dataset of
1990 instances and 18 risk determinants where the system attained
considerable accuracy of RF at 92.44%, NB at 61.96%, and LR at 59.7%
and these findings were validated using authentic medical records.
MM. Rahman et al.[24] proposed a prediction system along with a
user-friendly website for swift at-home heart condition assessment
that has a sample size of 1026 that accurately detect heart disease
based on thirteen health parameters, encompassing factors like
age, gender, chest pain type, blood pressure, and ECG where they
employed eight distinct algorithms—KNN, XgBoost, LR, SVM, Ada
Boost, DT, NB, and RF. The result showed that DT and RF exhibit
superior performance with an accuracy of DT 99%, RF 99%, XgBoost
95%, KNN 89%, SVM 85%, LR 85%, Ada Boost 83%, and NB 82%.

2.2 Deep Learning Approach
H. Kathleen et al.[21] implemented a deep neural network (DNN)
to diagnose heart disease and achieved 83.67% accuracy, 93.51% sen-
sitivity, and 72.86% specificity using clinical data from 303 patients
which produce precision of 79.12% and F-Score of 0.8571. Also,
the model’s area under the ROC curve stood at 0.8922, indicating
effective discrimination and the Kolmogorov-Smirnov test score
obtained was 66.62%, while the diagnostic odds ratio was 38.65,
with a 95% confidence interval. K. Saikumar et. al [28] carried out
research involving deep learning categorization using DCAlexNet
CNN. Heart disease specifics and the size of the affected areas were
determined using trained features from a.csv file. The ensuing con-
fusion matrix revealed noteworthy performance metrics including
98.67% accuracy, 97.45% sensitivity, 99.34% recall, and a 99.34% F1
Score. F. Ali et.al [1] presented a smart healthcare system that
employs feature fusion and an ensemble deep learning model for
cardiac disease prediction. Their system integrated sensor data and
electronic medical records, applied feature selection to reduce com-
putational load and utilized feature weighting to enhance accuracy
rate of 98.5%.

3 METHODOLOGY
Fig. 1 displays the abstract architecture of the workflow composed
of data preprocessing, different algorithms implemented, and sta-
tistical performance measures from the models and explanation
frameworks.
For better accuracy, categorical data of ’Attack’ and ’Normal’ sam-
ples labeled as ’Positive’ and ’Negative’ are mapped into 1 and 0.
After labeling, entire data samples are fitted into a standard scaler
and imposed to individual algorithms: ABC, RF, GBC and LGBM.
The statistical performance metrics were calculated and the model
was further elaborated with XAI Algorithm i.e. LIME. Tabular expla-
nation from LIME were used to determine the major contributing
features to predict the particular instance as Attack or Normal.

3.1 Datasets
3.1.1 Description. In this study, publicly available Heart Attack
Dataset [4] is used with 8 features namely ’age’, ’gender’, ’impluse’,
’pressurehight’, ’pressurelow’, ’glucose’, ’kcm’, ’troponin’ and an
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Figure 1: Methodology

Algorithm 1 Unveiling Key Predictors for Early Heart Attack De-
tection using Machine Learning and Explainable AI Technique
using LIME
Require: Categorical Data(Break down in ratio 80:20) with size
1319 × 9
Algorithms Used: ABC, RF, GBC and LGBM
for For every sample data in individual algorithm do

Calculate LIME values
end for
Calculate: Confusion Matix, Recall, Precision, F1 Score and PR
Curve
Implement XAI: Impose ABC, RF, GBC and LGBM to LIME to
generate explainable results

target class as ’Class’ with ’Positive’ and ’Negative’ for Attack and
Normal samples.

3.1.2 Feature Selection. The correlation values between feature
pairs in the dataset’s eight features, as shown in Figure 2 using Pear-
son’s correlation coefficient, were consistently lower than 0.7 [8].
As a result, it was decided that all of these aspects should be incor-
porated into the model.

3.1.3 Data Pre-processing. To make the knowledge discovery pro-
cess more accessible and qualified, incomplete, noisy, or inconsis-
tent datasets are preprocessed before using categorization algo-
rithms. Categorical field (Class) is mapped as target value and rest
of the features are used as model attributes. The data is divided
into train and test set in a 4:1 ratio i.e. Out of 1319 samples, 1055
samples were used as training sets where as 264 samples were used
as test data.

Figure 2: Pearson Correlation Coefficient

3.2 Algorithm Selection
The primary meanings for selecting the individual algorithms are
listed as follow.

(1) ABC successfully addresses imbalanced data and enhances
classification performance by iteratively adjusting instance
weights to improve the accuracy of weak learners [19]

(2) Gradient Boosting Classifier is able to handle complicated
data patterns and a variety of loss functions since it itera-
tively builds models to reduce loss gradients [11].

(3) LightGBM’s effective histogram-based technique and leaf-
wise tree development reduce memory usage and training
time [16].

(4) Random Forest offers comprehensible frameworks that help
with non-linear relationship management and feature im-
portance analysis [6].

Due to their adaptability and predictive strength, these algorithms
find use in a variety of industries [7].

3.3 LIME
LIME makes it possible to visualize every aspect for result anal-
ysis. LIME needs model-specific data to assess a model’s local
correctness[32]. Even though it might not be relevant to the overall
model, local accuracy measures how well a model captures the
characteristics surrounding a particular prediction.
LIME operates by selecting a target instance 𝑥 , model 𝑓 and gen-
erating perturbed instances 𝑥 ′

𝑖
in its vicinity. The model’s predic-

tions 𝑓 (𝑥) and 𝑓 (𝑥 ′
𝑖
) are obtained, and interpretable features 𝑧𝑖 are

extracted from the perturbed instances. All the interpretable ML
models𝑔(𝑧), were trained using pairs (𝑧𝑖 , 𝑓 (𝑥 ′𝑖 )) to approximate the
complex behavior of 𝑓 in the local neighborhood of 𝑥 . To analyse
𝑔(𝑧) , coefficients 𝛽𝑖 in 𝑔(𝑧), the importance of the corresponding
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features 𝑧𝑖 in influencing the predictions were reflected. Larger
absolute values of 𝛽𝑖 indicate stronger influences [13].

3.4 Evaluation Metrics and Experimental Setup
3.4.1 Evaluation Criteria. All algorithms implemented are evalu-
ated according to the following standards: Confusion Matrix, Preci-
sion, Recall, F1-Score, PR Curve.

3.4.2 Environmental Setup. The ML model and XAI algorithms
were developed with the use of Python. The experiments were con-
ducted on Google Colab, utilizing an NVIDIA K80 GPU and 12 GB
of RAM provided by Google. Specifically, the runtime environment
in Google Colab used Python version 3.7, Keras version 2.5.0, and
the TensorFlow version 2.5.0 framework.

4 RESULT ANALYSIS
4.1 AdaBoost Classifier
4.1.1 Confusion Matrix. Figure 3 shows that 7 normal samples
were miss-classified as attacks whereas 3 attack samples were miss-
classified as normal.

Figure 3: Confusion Matrix for AdaBoost

4.1.2 Classsification Report. Table 1 was obtained as the classifi-
cation report of AdaBoost where accuracy represents the overall
correctness 96.21%. The macro-average metrics indicates a balanced
performance with a precision of 0.96358, recall of 0.95614, and F1-
score of 0.9596. The weighted-average metrics, considering the
class distribution, yield a precision of 0.96229, recall of 0.96212, and
F1-score of 0.96197.

Category / Metrics Precision Recall F1-score Support
Normal 0.96907 0.93069 0.94949 101
Attack 0.95808 0.9816 0.9697 163
accuracy 0.96212 264
macro avg 0.96358 0.95614 0.9596 264
weighted avg 0.96229 0.96212 0.96197 264

Table 1: Classification Report for AdaBoost

Figure 4: PR Curve for AdaBoost

Figure 5: AdaBoost LIME Tabular Plots

4.1.3 PR Curve. Figure 4 shows the precision recall relation with
AUC value of 99%.

4.1.4 LIME. Local interpretation of an instance (index 0) was im-
posed with LIME and ABC model which predicted the sample as
Attack by 82% as shown in prediction probabilities in Figure 5. Fea-
tures like kcm, troponin, age, pressureheight and impulse predict
the instance as Attack by 24%, 13%, 1% , 1% and 1% respectively
where as features like glucose, gender, and pressure played the
negative role.

4.2 Random Forest
4.2.1 Confusion Matrix. Figure 6 shows that 2 normal samples
were miss-classified as attack whereas 2 attack were miss-classified
as normal.

4.2.2 Classsification Report. Table 2 was obtained as the classifica-
tion report of RF where Class 0 has a precision, recall, and F1-score
of approximately 0.98020, with 101 instances. Class 1 exhibits simi-
lar values of about 0.98773 with 163 instances. The overall accuracy
is around 0.98485. The macro-averaged and weighted-averaged val-
ues for precision, recall, and F1-score are approximately 0.98396
and 0.98485, respectively.

4.2.3 PR Curve. Figure 7 shows the precision recall relation with
AUC value of 99%.
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Figure 6: Confusion Matrix for RF

Category / Metrics Precision Recall F1-score Support
Normal 0.98020 0.98020 0.98020 101
Attack 0.98773 0.98773 0.98773 163

accuracy 0.98485 264
macro avg 0.98396 0.98396 0.98396 264

weighted avg 0.98485 0.98485 0.98485 264
Table 2: Classification Report for RF

Figure 7: PR Curve for RF

4.2.4 LIME. Test record with index 0 is predicted as Attack by
100% and the features like troponin, kcm, troponin and age play
43%, 42% and 2% role respectively as shown in Fig.8.

4.3 Gradient Boost Classifier
4.3.1 Confusion Matrix. Figure 9 shows that 4 normal samples
weremiss-classified as attackwhere as 2 attacksweremiss-classified
as normal.

4.3.2 Classsification Report. Table 3 was obtained as the classifi-
cation to show attack samples were predicted better than normal
samples, showing a notably higher recall of 0.9877 versus 0.9604.
The attack category achieves a higher F1-score of 0.9817 than Nor-
mal suggesting a better balance between precision and recall.

Figure 8: RF LIME Tabular Plots

Figure 9: Confusion Matrix for GB

Category / Metrics Precision Recall F1-score Support
0 0.9798 0.9604 0.97 101
1 0.9757 0.9877 0.9817 163

accuracy 0.97727 264
macro avg 0.9778 0.974 0.9758 264

weighted avg 0.9773 0.9772 0.9772 264
Table 3: Classification Report for GB

4.3.3 PR Curve. Figure 10 shows the precision recall relation with
AUC value of 99%.

4.3.4 LIME. Test record with index 0 is predicted as Attack by
100%whereas it is predicted as Normal by 0% as shown in prediction
probabilities in Figure 11. Features like kcm, troponin, pressure
height and age the instance as Attack by 48%, 48%, 2% and 1%
respectively.

4.4 LGBM Classifier
4.4.1 Confusion Matrix. Figure 12 shows that 3 normal samples
were miss-classified as attack whereas 2 attack were miss-classified
as normal.

4.4.2 Classsification Report. Table 4 was obtained to show that at-
tack category out performed normal category in terms of prediction
in different evaluation metrics like precision, recall and F1score.
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Figure 10: PR Curve for GB

Figure 11: GB LIME Tabular Plots

Figure 12: Confusion Matrix for LGBM

Precision Recall F1-score Support
0 0.9798 0.9604 0.97 101
1 0.9757 0.9877 0.9817 163

accuracy 0.97727 264
macro avg 0.9778 0.974 0.9758 264

weighted avg 0.9773 0.9772 0.9772 264
Table 4: Classification Report for LGBM

4.4.3 PR Curve. Figure 13 shows the precision recall relation with
AUC value of 100%.

Figure 13: PR Curve for LGBM

4.4.4 LIME. Test record with index 0 is predicted as Attack by
100% . Figure 14 shows features like kcm, troponin, gender and
glucose the instance as attack by 48%, 47%, 1% and 1% respectively.

Figure 14: LGBM LIME Tabular Plots

5 COMPARATIVE ANALYSIS OF STATISTICAL
RESULTS

Four Algorithms, ABC, RF, GB, and LGBMwere implemented to pre-
dict whether the sample was Attacked or Normal. Table 5 shows the
K-Fold cross-validation results and their average accuracy where
the results show that LGBM (99.33%) slightly outperformed in train-
ing accuracy with other models. On comparative analysis of Four
algorithms, ABC, RF, GB and LGBM in terms of their performance
metrics for two categories: ”Normal” and ”Attack”. RF, GB, and
LGBM show approximately comparable precision, recall, and F1
scores across the four algorithms (F1-score: 0.97, precision around
97.03%, and recall as 96.04%). RF, GB, and LGBM algorithms consis-
tently score well across both categories, while the ABC algorithm
falls short slightly behind in all measurements.
Discussing the confusion matrix, ABC displayed the greatest mis-
classification rate, incorrectly labeling 10 instances. GB exhibited
intermediate performance by misclassifying 6 instances each and
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Table 5: Comparsion of Training Accuracy with K fold cross
validation

Training Accuracy
ABC RF GB LGBM

K1 100.00 100.00 99.00 100.00
K2 97.16 97.16 97.07 99.05
K3 96.22 98.11 98.1132 98.11
K4 99.05 99.05 99.05 99.05
K5 100.00 100.00 100.00 100.00
K6 96.19 96.19 97.14 97.14
K7 100.00 100.00 100.00 100.00
K8 100.00 100.00 100.00 100.00
K9 99.04 99.04 100.00 100.00
K10 100.00 100.00 100.00 100.00

Average 98.76 98.958 99.05 99.337

LGBM with instances misclassified, wheras RF demonstrated the
highest performance, with only 4 instances misclassified highlight-
ing its superior accuracy among the four algorithms.
Using the PR curve analysis for the four algorithms (ABC, RF, GB,
and LGBM), it was observed that ABC, RF, and GB all achieved high
PR values of 99, indicating strong performance in correctly classi-
fying instances. LGBM outperformed them all with a perfect PR
value of 100, suggesting the highest precision and recall combined.

6 COMPARATIVE ANALYSIS OF XAI LIME
RESULTS

In order to find common trends in prediction, we carried out a
thorough feature comparison across a number of machine-learning
methods, including ABC, RF, GB, and LGBM. The results are shown
in Table 7, where it can be seen that traits like "kcm" and "troponin"
consistently emerged as important criteria for categorizing cases
as "Attacks" across all these methods in our dataset. This study il-
lustrates the robustness of these features across several algorithms,
further highlighting their significance in the decision-making pro-
cess while also offering insightful information about the crucial
aspects of categorization. To completely comprehend the clinical
significance of "kcm" and "troponin" in the context of heart attack
diagnosis, additional research and domain-specific expertise will
be necessary.

7 DISCUSSION
Several algorithmswere evaluated on different heart disease datasets,
and their performance varied in Table 6. For the UCI heart disease
dataset, among the authors in [5] and [2], the highest accuracy
was 93.19% for DT. Authors in [1] implemented Ensemble DL to
get 98.5% for the Cleveland dataset whereas several other stud-
ies [22] and [21] also implemented the same dataset having lower
accuracy. Though Several other studies also coped to get better
accuracies, the proposed study achieved 99.33% accuracy using the
LBGM algorithm along with the explainable algorithm LIME.

Table 6: Comparision table for different approaches with
highest accuracy and dataset

Ref. Algorithms Implemented Highest Accuracy XAI

[5]

RF, LR, KNN,
SVM, DT, XGBoost
Dataset:
UCI Heart Disease

KNN: 84.86% No

[22]
Hybrid RF with LM
Dataset:
UCI Cleveland

88.70% No

[2]
DT, SVM, RF, NB, LR
Dataset:
UCI Heart Disease

DT: 93.19 No

[29]
KNN, SVM, DT, LR
Dataset:
UCI repository

KNN: 87% No

[14]

SVM, KNN, LR, Gaussian NB
AdaBoost,BaggedTree,
Dataset:
Heart Disease

SVM: 82.5% SHAP

[10]

Extra Tree, KNN, eXtreme GB
DT, LGBM, CVM, RF
Dataset:
Heart Disease

Extra Tree: 87% No

[24]

DT, RF, XGBoost, NB
KNN, SVM, LR, AdaBoost
Dataset:
UCI Vascular heart disease

DT and RF: 99% No

[21]
DNN
Dataset:
Cleveland clinic Foundation

83.67% No

[28]
DCAlexNet CNN
Dataset:
ADNI dataset

98.67% No

[1]
Ensemble DL
Dataset:
Cleveland

98.50% No

Proposed
Dataset:
Heart disease classification

LBGM: 99.33% LIME

Table 7: LIME Comparative Analysis for Attack and Normal
for ABC, RF, GB and LGBM

Attack Normal
ABC kcm, troponin, age, impulse, pressurehight glucose
RF kcm, troponin, pressurehight impulse, age
GB kcm, troponin, pressure hight, age glucose

LGBM kcm, troponin, gender, glucose age, impulse

8 CONCLUSION AND IMPLICATIONS
The performance of four classification algorithms—ABC, RF, GB,
and LGBM were experimented with, where LGBM emerged as
the standout performer, achieving an impressive average training
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accuracy of 99.33%. The results revealed that RF, GB, and LGBM
demonstrated comparable precision, recall, and F1 scores, effectively
discerning "Normal" instances with high precision and exhibiting
robust recall for "Attack" cases. In contrast, ABC lagged in all mea-
sured aspects, exhibiting the highest misclassification rate. PR curve
analysis underscored the overall strong classification capabilities
of all algorithms, with LGBM particularly excelling with a PR value
of 100. Also, examination of feature selection from XAI algorithms
using LIME, it indicated that the significance of "troponin" and
"kcm" was higher in predicting the sample as an attack.
Several ensembled and deep learning approaches with more gener-
alized record samples can with the elaborated result from Explain
Like I’m 5 (Eli5) and Shapley Additive exPlanations (SHAP) to gen-
erate the medical sensations.
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