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ABSTRACT

We present VR PreM+, an innovative VR system designed to en-
hance web exploration beyond traditional computer screens. Unlike
static 2D displays, VR PreM+ leverages 3D environments to cre-
ate an immersive pre-learning experience. Using keyword-based
information retrieval allows users to manage and connect various
content sources in a dynamic 3D space, improving communication
and data comparison. We conducted preliminary and user studies
that demonstrated efficient information retrieval, increased user
engagement, and a greater sense of presence. These findings yielded
three design guidelines for future VR information systems: display,
interaction, and user-centric design. VR PreM+ bridges the gap
between traditional web browsing and immersive VR, offering an
interactive and comprehensive approach to information acquisition.
It holds promise for research, education, and beyond.

CCS CONCEPTS

« Human-centered computing — Gestural input; Virtual re-
ality; Empirical studies in HCI; Systems and tools for in-
teraction design; Empirical studies in interaction design; «
Information systems — Search interfaces.
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1 INTRODUCTION

The COVID-19 pandemic has been forcing us to perform many daily
activities online. Immersive technologies such as augmented reality
(AR) and virtual reality (VR) have shown encouraging capabilities
for performing such activities. However, their pervasive nature
requires us to rethink information gathering [19] and learning pro-
cesses [40] to maximize their utility. While much research is dedi-
cated to education in VR, few works on collaborative and interactive
systems facilitate the preparatory activities before formal learning,
also called pre-learning. Whether exploring new concepts or en-
hancing the understanding of an already-known topic, students
and instructors require significant access to information. Currently,
information is limited by the access medium. For example, desktop
browsers arrange web pages as tab lists that complicate sorting and
classifying information. While there are information organization
tools like Miro! to create associations and hierarchies, they are
still limited to the two-dimensional (2D) space of the computer
screen(12, 55]. Immersive technologies help us present information
conveniently by leveraging the third dimension to organize chunks
of information [3, 43]. However, current web browsers in AR and
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Figure 1: We present the VR PreM+, a branching system for information acquisition through interactive virtual reality

environments.

VR are heavily inspired by 2D web browsers and do not fully lever-
age the potential of the 3D space for information classification and
presentation.

In this paper, we fully develop VR PreM+, an immersive VR
interface to browse, extract, and classify information on the Web
as an extension and build-up of previous envisioning[12, 52] and
the formative study of an Immersive Multi-Screen VR System[55].

VR PreM+ is based on the observation that digital users often
arrange information and applications side by side to improve pro-
ductivity. However, whether splitting the screen on mobile devices
or multiplying the screens on desktop computers, the available dis-
play area is limited by physical space. Our VR pre-learning system
avoids these issues by leveraging the near-unlimited virtual space
in VR. VR PreM+ places the users in a learning room that guides
the pre-learning process.

In this room, users can spawn multiple windows and arrange
them in the 3D space to better draw relationships between pieces
of information. As such, VR PreM+ addresses the need for person-
alization and browsing classification for web-based information
retrieval in pre-learning. We design VR PreM+ with the following
concepts in mind:

(1) Functionality: The field of information retrieval in VR en-
vironments is still in its infancy, and it is still unclear what
interfaces facilitate this process. A few studies focus on 3-
dimensional information retrieval in virtual spaces, while

most existing work on information retrieval remains on 2-
dimensional screens.

(2) Validity: Personalized draggable interfaces in 3D environ-
ments still lack systematic experimental evaluation. We ex-
plore whether information retrieval in a virtual environment
without spatial constraints has higher efficiency than the 2D
screen interface.

(3) Humanized design: Besides user performance, we also
consider subjective metrics such as perceived quality and
perceived task load, and qualitative interviews to promote
humanistic VR environments.

(4) Collaboration & Interaction: The information collected
through VR PreM + can be viewed on any end device, allow-
ing users to collaborate between devices. Users can share
information about the same topic even if they are not using
the same device.

Noting the success of VR for museum exhibitions (over 2000
museums in Google Arts & Culture), we consider the lack of tools
for users to gather information before their visit. Preparing for mu-
seum visits can be seen as a pre-learning task where users browse
diverse digital media (text, photos, videos, 3D objects, maps) from
different sources to explore what the museum offers and plan prac-
tical aspects. Thus, we apply VR PreM+ to a museum visit scenario.
Users gather information on the museum and its exhibitions in a
VR environment and sort it according to their personal preferences,
regardless of the type of media.
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To better understand the limitations of current 2D and 3D infor-
mation-gathering methods, we first conduct a formative study
(N=24) where we ask participants to perform the pre-learning pro-
cess using a traditional desktop web browser and Oculus default
VR web browser. Although the apparatus does not significantly
influence the user experience quality and the perceived workload,
users were significantly faster when using traditional 3D browsers.
Participants also reported that the default VR browser was less
convenient to use than its 2D counterpart, from which it draws
inspiration. Given these results, we design VR PreM+ to facilitate
adequate access to information. We evaluate VR PreM+ over a panel
of 18 participants and compare it to the 2D and VR default web
browsers. VR PreM+ shows significantly higher hedonic quality
and presence than the other methods. Participants appreciated the
system’s personalization capabilities and the larger display space
enabled by the VR environment to sort information. Our contribu-
tion can be summarized as follows:

(1) Formative study on VR information browsing tech-
niques. Users prefer desktop 2D browsers to current 3D VR
browsers.

(2) Design and Implementation of VR PreM+, a VR pre-
learning branching visualization system for museum tour
planning.

(3) Quantitative and qualitative evaluation of VR PreM+
through a user study (N=18). VR PreM+ halves (348 s) the
time to retrieve information and significantly increases the
hedonic quality and presence while maintaining the same
task load compared to traditional and VR web browsers.

(4) Formulation of strategies to guide the design of informa-
tion retrieval systems in VR.

(5) Flexible multi-channel approach. Allowing users to focus
on information from one channel when needed selectively,
or the flexibility to adjust multiple channel feeds to the most
convenient area for comparative viewing.

The rest of this paper is organized as follows. After summarizing
the existing works in the field of information retrieval systems in
Section 2, we develop the application scenario in Section 3. We
then proceed to the formative study in Section 4, which results
in guide the design of VR PreM+ in Section 5. We finally conduct
a user evaluation in Section 6 and develop design strategies and
limitations in Section 7 and Section 8.

2 RELATED WORK

Our research focuses on applying VR for information retrieval and
comparative analysis of information prioritization in the era of
the metaverse to determine the most appropriate tour path in the
shortest time. Related research areas in museums include existing
information retrieval systems, VR systems with information re-
trieval, and the current state of visualization branching systems in
VR.

2.1 Information Retrieval Systems

Information retrieval (IR) is the process of searching for relevant
information [8], which refers to the search for unstructured and
unorganized items from huge collections to satisfy an information
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need. Museum information is complex due to the variety of materi-
als that must be categorized, such as context text, photos, videos,
and 3D digital objects. Blackaby and Sandore [5] create a bridge
from guided web exhibits to unguided knowledge discovery through
the construction of IR systems that hold heritage content. Koolen et
al. [18] show that the problem of disclosing cultural heritage infor-
mation can be naturally presented as an IR problem. Motomura et
al. [30] introduce an information retrieval system, ART MUSEUM,
and show an interactive learning mechanism through their work.
Wang et al. [53] propose a natural language-based IR system in
the digital museum to popularize knowledge and encourage the
excitement of discovery. Pechenizkiy and Calders [38] focus on
the problems of efficient learning visitor preferences of online and
offline settings and present a framework for personalized access to
the cultural heritage content in museums. Addis et al. [1] present
the design and implementation of an innovative IR system that pro-
vides searching, navigating, and querying multimedia information
held by museums and galleries. Although there are many related
works discussing the adaption and innovation of IR systems in
museums as the above ones, almost all of them are within the realm
of formal learning and experiencing museums. Few works address
systems for pre-learning, which are becoming significant with the
current explosive growth of information [2].

2.2 VR Systems with Information Retrieval

Immersive, interactive, and imaginative are three attributes of VR
technology [42]. It offers new multidimensional emotions and meth-
ods of human-computer connection [35]. It encompasses diverse
capabilities such as scene construction, information resource con-
struction, and user tasks. Museums have traditionally served the
purpose of communicating knowledge [44]. Due to the recent
growth of cultural tourism, internet platforms, and self-media user-
generated content, the Internet is replete with information about
museums and exhibits. A certain degree of pre-learning before
the on-site experience will benefit a coherent understanding [27]
of the corresponding society based on the artifacts and annota-
tions shown in museums. It will likely bring added value for users
to perform pre-requisite information retrieval [10] in VR. There-
fore, we first examine the VR-related works on information re-
trieval. Most of the research works are on technology frameworks
such as user interface [7] or eye tracking algorithm [29]. There
are only a few discussions in the fields of library and archiving
applications [11, 16, 23]. Although museums around the world
have incorporated VR for years, research almost always focuses
on adapting VR technology to promote engaging and meaningful
experiences [14, 22, 39, 41, 46, 54]. To the best of our knowledge,
there are no works on VR-based information retrieval for museums.

2.3 VR Visualization Branching Systems

We executed a series of keyword searches in the primary com-
puter science databases such as ACM and IEEE digital libraries
and through Google Scholar for a broader subject matter of our
design system. From this search, only a tiny part of MacLennan’s
work [28] relates to our topic. But some industry projects serve as
good support; For instance ? offer a private Workspace and spawn

“Immersed: https://www.immersed.com/
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up to five virtual monitors from the computer into VR without any
additional hardware. MacLennan points out that humans have to
handle ever-increasing amounts of information and that anything
that can help us "get a handle" on it could be invaluable. When
immersive technologies have been used in an information retrieval
context, there is little evidence that their design has been influenced
by user studies or knowledge of user preferences. MacLennan’s
work thus intends to address this apparent gap in the research.
The study examines the question of user preferences for a virtual
world designed to facilitate access to information. Alan proposed
the question based on extensive research but did not specify any
detailed solution. Our study moves one further step by examining
user preferences in VR through the system designed to facilitate
access to and organize information for pre-learning.

3 SCENARIO

Our proposed pre-learning system is specifically designed to as-
sist users in retrieving and acquiring information before visiting
a museum. In this scenario, users are faced with a vast amount
of tour-related information from various sources, such as official
websites, social media platforms like Twitter, and recommendations
from other visitors. Each user requires access to specific services
and unique narratives, leading to the need for personalized recom-
mendations and customization. However, traditional 2D interfaces
have limitations in terms of screen size and information platform
interoperability, making information retrieval for a tailored user
experience challenging.

To address this challenge, our system leverages virtual environ-
ments to present information interfaces as multiple screens. With
the ability to browse multiple screens simultaneously and interact
with them, users can efficiently navigate between websites and
access customized and relevant information. This parallel brows-
ing approach overcomes the need for users to navigate between
multiple websites or manage excessive windows on the internet.

In our study, we conducted experiments using a large local mu-
seum as the test subject. Participants utilized Oculus VR headsets
to interact with the system. The VR system loaded pre-learning
information and presented it to users. Using Oculus handles, users
could perform various actions such as scrolling, clicking, zooming
in and out. The interaction allowed for content prioritization by
dragging and placing them in different positions, similar to visual
mapping tools like Xmind? or Miro. Through these activities, users
could collaboratively view content across WebViews in a highly
customized and flexible manner.

4 FORMATIVE STUDY

Prior work on information retrieval systems for museum touring is
lacking. To guide our design, we conducted a formative study to
understand the challenges users face when using traditional web
browsing on desktop computers and in VR.

During the formative study, participants were asked to use the
VR default browser and a 2D screen (specifically, Safari on a laptop)
to plan a visit to a large local museum within a time frame of 15-20
minutes. They were instructed to gather information about the
museum, and exhibitions, and create a custom tour schedule using

3https://xmind.app/
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both settings. Participants were informed that they needed to find
information such as routes, tour itineraries, tickets, opening hours,
exhibition themes, interesting exhibits, and artists. The experiment
would end if participants either found all the required information
or failed to do so within 20 minutes. Participants were asked to
jot down the relevant information they found on an A4 tissue
paper for later reference. The task was customized based on each
user’s browsing habits, and the primary browser displayed relevant
information pages based on the user’s selections and clicks.

The experiments revealed that while users were proficient in
using 2D browsers, it was challenging for them to simultaneously
retain and browse multiple pages with relevant information. VR
browsers had additional drawbacks, such as remote control opera-
tion and interaction, page zooming, and page prioritization. Based
on our formative research findings, we established the motivation
and design guidelines for developing the collaborative visualization
VR PreM+ system.

4.1 Participants and Apparatus

We performed a between-subject evaluation with two conditions.
We recruited 24 participants (12 participants per condition), whose
ages ranged from 21 to 59 years (M = 28.42, SD = 10.06) with 25%
identified as female. All participants were holding a Bachelor’s
degree or higher, and their mean familiarity with VR was 3.5, SD =
1.8 (measured by a 7-Point Likert scale).

Participants were recruited from a local university. They all had
normal or corrected-to-normal (using contact lenses or wearing
glasses) normal visual acuity. None had experience with the PreM+
system used in the experiment or a similar system. The experiments
were conducted in a confined university laboratory without other
obvious distractions such as lights, noise, etc. No participants re-
ported elevated susceptibility for motion sickness when queried
using the Motion Sickness Susceptibility Questionnaire Short-form
(MMSQ-Short) [13].

4.2 Formative Study: Method

The study, under operator supervision, began with a training ses-
sion to familiarize participants with the system. They were informed
of their right to withdraw at any time. The training involved the
practical application of the system with an emphasis on addressing
challenges faced by less experienced participants.

Participants were assigned to either the 2D desktop or VR browser
group and tasked to prepare a museum tour following a specific
scenario (Section 3). The task required them to retrieve key infor-
mation within 15 minutes. We supplied A4 paper for note-taking,
with the notes collected for subsequent analysis. We informed them
of a subsequent quiz on the retrieved information.

User performance and preference were measured via time spent
on task completion and a questionnaire that included NASA-TLX
[15] and User Experience Questionnaire (short version) [47].

Post-study, we conducted semi-structured interviews [17], record-
ing feedback about the experience and the use of 2D and VR for
museum touring. Transcripts of these interviews were analyzed
in Nvivo 4. Based on this analysis, we made system adjustments.

“https://www.qsrinternational.com/nvivo- qualitative-data-analysis-software/home
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Other collected data included biosignal detection, interview photos,
participants’ notes, and task completion records.

4.3 Formative Study: Findings

The findings of our formative study are divided into the time spent
in two situations, the results of the NASA-TLX, UEQ-Short ques-
tionnaire and the results of semi-structured interviews conducted
with participants.

4.3.1 User Performance. Participants using 2D screen-based (Mdn =
808.67s) were faster than those using VR headset default browser

(Mdn = 939.67s), confirming an already prevalent hypothesis that

2D-inspired interaction methods do not work well in immersive

environments [19].

4.3.2  User Preference.

NASA-TLX. We employ an independent-samples t-test with two
conditions as the 2-level within-subjects variable. There is no signif-
icant effect of the browsing technique on the overall workload for
the 2D (M = 21.58, SD = 3.80) and VR (M = 21.08, SD = 3.75) con-
ditions (¢(22) = 0.32, p = .749). For the NASA-TLX subscales, VR
barely escapes statistical significance in terms of Effort compared
to 2D (#(22) = 1.82, p = .083). There is no significant effect of the
browsing technique on the Mental (p = .543), Physical (p = .583),
Temporal (p = .292), Performance (p = .388), Frustration (p = .478)
subscales.

UEQ-Short. The analysis yields no significant influence of the
browsing technique on any of the UEQ-Short subscale: pragmatic
quality (p = .870), hedonic quality (p = .497). VR (M = 36.83,
SD = 7.11) had a higher UEQ-Short score than 2D (M = 35.42,
SD = 5.35).

4.4 Observations

Besides administering the questionnaires, the operator also ob-
served the participants’ behavior when using the desktop 2D browser
or the VR browser. When using the 2D browser, participants of-
ten closed pages they did not think were important at first and

had difficulty retrieving them later. When using the VR headset

default browser, operational errors often occur due to imprecision

in handling the VR joystick.

4.4.1  Semi-Structured Interview. Following the formative study,
we asked participants to share their experiences with 2D or VR
and offer some suggestions. All participants in the 2D Group (P1-
P6), think that the existing 2D web pages can let them find basic
information, but most of them (P1, P2, P5, P6) think that traditional
2D search is not very convenient. P3, P4 and P5 have the habit to use
more than two screens in daily life. They think the dual screen can
improve efficiency in daily work. User 1, an Artist, says he “usually
follows a lot of tourism websites and social media”. User 4 want a
special platform that combines basic official information but allows
other users to share experiences and tips. ‘Tt (multi channel search)
is necessary” (P5). All of them felt that if there were more screens
and branching systems, the search efficiency would be better. P3
thought it would be very helpful to have multiple screens in VR
and be able to put the most focused information in the middle.
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Most participants in the VR Group (P7, P8, P10, P11, P12) think
that using the default browser in a VR environment is not as con-
venient as using a traditional computer to browsing information.
The main reasons are: 1. Using handle controller was too slow to
enter information on the virtual keyboard (P7, P8, P10, P12). 2. VR
devices are uncomfortable to wear, especially for people who wear
glasses (P11, P12). 3. It was not easy to record useful information in
VR (P12). Most of them (P9, P10, P11, P12) think that multi-screen
in VR would be more comfortable and convenient. “Multi-screen is
definitely more comfortable to use than one screen.” (P9).

5 VR PREM+: AN IMMERSIVE PRE-LEARNING
BRANCHING VISUALIZATION SYSTEM

Our design has three main goals: (1) to provide users with immer-
sive, situational experiences, (2) to enable advanced information
retrieval and personalized route planning in a virtual environment,
and (3) to facilitate the efficient acquisition of necessary informa-
tion [49]. To achieve these goals, we propose and implement the
PreM+, which utilizes multiple 3D web windows and related 3D
objects in a virtual scene to improve the user experience compared
to traditional PC browsers and the default Oculus Quest 2 browser.

5.1 Design Requirements and Decisions

We developed a VR system with hierarchical information classifica-
tion to achieve the outlined design goals. It facilitates navigation
across various channels and platforms, employing multiple-screen
displays. Key features are:

(1) Multiple-screen display support: Unlike traditional dis-
plays, screens in the VR environment are customizable in
size, number, and layout, enhancing user immersion and
efficiency by allowing parallel operations on different inter-
faces.

Multi-platform navigation and organized information:
This feature addresses users’ challenges in quickly retrieving
accurate information.

(3) User-customizable information organization: A branch-
ing system enables targeted visualization of relevant infor-
mation. Users can customize content, order, and placement
of pages, promoting collaboration and information exchange
across various devices.

Cross-platform applicability: Users can collaborate through
multiple mediums without a VR platform. The system sup-
ports cross-device collaboration, thus enabling information
sharing through different platforms and devices.

—
N
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5.2 User Scenario and Interaction Design

Our VR PreM+ system, developed using the Unity engine® and
Vuplex 3D WebView plugin®, offers a simulated environment for
pre-learning. This system is utilized to present a virtual exhibition
hall, aiding users in assimilating information prior to a real-world
museum visit, as depicted in Fig. 1. We utilized a modern art mu-

seum scene’ as our pre-learning system’s backdrop.

Shttps://unity.com/
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"https://assetstore.unity.com/packages/3D/environments/art-gallery-vol-9-modern-
pavilion-202478
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Figure 2: System Architecture. The designed system relies
on the 3D WebView of Vuplex and Unity. The position of
pages and the content of each page can be customized, and
this diagram is just an example.

The VR PreM+ system facilitates three levels of information
classification. The first level gleans information from a notable local
museum’s official website®. At the second level, users can tailor
the display of web content supplied by various platforms. In the
third level, users can further customize cross-platform navigation,
presenting useful tips for their visits.

We have designed the system with a multiple 3D WebView page
layout. The default interface offers a three-column arrangement:
left, middle, and right. The system can also accommodate any num-
ber of columns, but our experience with the Oculus Quest 2 shows
that the resolution limits readability to three columns. The columns’
content guarantees users can compare information with minimal
effort.

Our system employs the classic VR interaction mode based on
the Oculus Touch Controllers®, which is easy for users who are
familiar with basic VR operations to get started. Both controllers are
symmetrical, making our system user-friendly for both left-handed
and right-handed individuals. We have equipped the system with
features that permit users to adjust the distance between the right or
left column of web pages and their eyes. Users can also freely drag
and drop the selected webpage. Similarly, users can modify each
page’s resolution. This functionality, coupled with the ability to
control the content displayed on the web pages, offers users a high
degree of customization. A unique feature of the VR PreM+ system
is the flexibility in controlling the amount of content displayed and
its position. As depicted in Fig. 1, users can exhibit up to 8 WebView
pages at once, surpassing the capabilities of a laptop or the Oculus
Quest 2’s default browser.

Shttps://www.mplus.org.hk/en/
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Default interface. User learns about the local

museum from other channels.

User gets information
from the website.

User centers and zooms in  User returns to the default

User adjusts the relative
position of the pages. on the page of interest. search engine.

Figure 3: Storyboard of a possible scenario for information
gathering in our system. a) to f) show the system interface
in VR when the user operates in order. In our storyboard, we
take the pages on the right side as an example. Performing a

series of operations on the left side is exactly the same.

In a typical user scenario, as shown in Fig. 3, users are presented
with eight WebView pages, with the museum’s official website and
ticketing site displayed prominently. Users can then adjust the main
screen’s position and zoom level, and reorganize the screens around
it. Searches can be conducted using the default search engine, with
a 3D keyboard included. Users can drag the important pages to the
main screen, prioritizing their viewing order.

5.3 Implementation

The VR PreM+ was developed in Unity3D and built to run in Oculus
Quest 2, which contains two wireless handheld controllers and one
head-mounted display. Considering the amount of information that
ordinary users need to refer to simultaneously, we set the maximum
number of pages per column to 3 by default. The main 3D WebView
pages in the middle column are 80cm (width) X 60cm (height) in
size. Other 3D WebView pages are initialized with a size of 60cm
(width) x 40cm (height). All pages are initialized to a resolution
of 1300. The relative initial position of all pages from the eyes is
0.8m. The range of adjustable distance is 0.4 meters to 2 meters. To
improve the user’s visual effects, we use “Transform.LookAt()” API
in Unity!? to rotate the out-of-center WebView page at an angle
to align with the user’s eyes. All 3D WebView pages are facing
the user after being dragged and changed position, so users can
experience our system in various positions, even if they are lying
on their back on the couch. In the 3D space of VR, the rotation
adjustment of WebView pages is very effective. The proper angle
deflection can make users more comfortable browsing information
and give them a wrap-around style.

Ohttps://docs.unity3D.com/ScriptReference/Transform.LookAt.html
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6 USER STUDY

In our usability testing study, we aimed to systematically evaluate
the performance and user experience of our system, using a similar
workflow and structure to that of our previous formative studies.
Participants were first required to complete a demographic informa-
tion questionnaire and undergo training on the use of our system.
Prior to the formal user study, participants received pre-training
on how to interact with the system’s various Webviews. The user
study consisted of tasks related to obtaining information about a
local museum and creating an optimal visiting route. Instead of
comparing scores across tasks in a “fair" manner, we focused on
comparing measures of underlying performance between the user
study and the formative studies.

6.1 Hypotheses

In order to evaluate the performance and efficiency of PreM+, we
made the following assumptions before the user evaluation.

H1 Our system offers improved efficiency and comparable infor-
mation and functionality compared to 2D screens or VR headsets
with their browsers. This is achieved by allowing the user to remain
highly focused on the assigned task within the virtual environment,
rather than constantly switching between pages.

H2 The PreM+ system facilitates the creation of an optimized
and personalized tour path for the user. This significantly reduces
the operational limitations associated with traditional single-screen
browsing. Traditional single-screen-based browsing often leads to
the retrieval of irrelevant information, making it challenging to
develop an optimized path.

6.2 Participants and Apparatus

We recruited 18 participants from a local university, whose ages
ranged from 21 to 36 years (M = 25.34, SD = 3.88) with 50% identi-
fied as female and all had a Bachelor’s degree or higher. The mean
familiarity with VR devices of our participants was 4.5 (SD = 1.4,
measured by a 7-Point Likert scale). All had normal or corrected-to-
normal (using contact lenses or wearing glasses) visual acuity. The
experiment was conducted in a university lab. Note that none of our
participants had previous visiting experience at this Museum and
no participants reported elevated susceptibility for motion sickness
when queried using the Motion Sickness Susceptibility Question-
naire Short-form (MMSQ-Short) [13]. To facilitate the subsequent
analysis, we labeled these 18 participants as P25 to P42.

6.3 Evaluation Metrics

We recorded the time cost (task completion time) for each partici-
pant to quantitatively compare the learning and exploration time
of participants using our system. We measured and collected data
describing users’ preferences for the methods, including subjec-
tive feedback (user experience, workload, immersion, and motion
sickness). We also conducted semi-structured interviews at the end
of the studies to receive more subjective feedback and comments,
especially considering future improvements.

User Preference was measured by two questionnaires compiled
from the NASA-TLX [15], User Experience Questionnaire (short
version) [47], Igroup Presence Questionnaire [48], 11-point MIsery
SCale (MISC) [6], and semi-structure interviews [17].
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6.4 Study Results

We compare the results of the user study with those of the Formative
Study. The Brown-Forsythe test (p = .69) shows unequal variance
across conditions due to inconsistent sample sizes. Therefore, we
perform non-parametric analysis using the Kruskal-Wallis H test.

6.4.1  User Performance. Figure 5 shows the time taken to complete
the task between the 2D browser, the VR default browser, and
VR PreM+. There is a significant difference between the different
conditions y?(2) = 25.406, p < .001, with a mean time of 808.67(s)
for 2D, 939.67(s) for VR and 348.00(s) for PreM+. Post hoc analysis
shows that the time spent in PreM+ is significantly lower than in
2D and VR (both p < 0.001). The results of the study validate H1
that our system is more effective compared to a 2D screen and a
VR headset with a built-in browser.

6.4.2  User Preference. We evaluate user preference with data ob-
tained from four questionnaires, NASA, UEQ-S, IPQ and MISC. For
details, see Fig. 4.

NASA-TLX workload. The overall workload required for three
conditions, PreM+ (M = 19.89, SD = 4.89) is slightly less than 2D
(M = 21.58, SD=3.80) and VR (M = 21.08, SD = 3.75). However,
there is no statistically significant effect of the technique on the
overall workload (y?(2) = 1.82, p = .403). We also do not find any
significant effect of Mental (p = .809), Physical (p = .354), Temporal
(p = .401), Performance (p = .440), Effort (p = .067), Frustration
(p = .578) subscales.

User Experience Questionnaire - Short (UEQ-S). The conditions sig-
nificantly affect the hedonic quality subscale of the UEQ-S (y*(2) =
6.608, p = .038), with no significant effect on the pragmatic quality
subscale (y%(2) = .043, p = .979) with 2D (M = 19.42, SD=3.82), VR
(M = 19.67, SD=3.55) and PreM+ (M = 18.89, SD=4.11). Post-hoc
tests confirm that PreM+ (M = 20.45, SD=4.41) cause a significantly
(p < .05) higher hedonic quality than 2D (M = 16.00, SD=3.05), but
not significant compared to VR (M = 17.17, SD=4.99).

Igroup Presence Questionnaire (IPQ). A Mann-Whitney U test
shows significant differences in Considering general presence (GP),
Spatial presence (SP), and Involvement (INV) subscales for the
PreM+ and VR conditions. PreM+ scores significantly higher than
VR on all three subscales of GP with a mean score of 5.06 (STD=1.61)
vs 3.83 (STD=1.64) for VR (U = 158, P = .030), SP with a mean score
of 24.56 (STD=3.85) vs 21.00 (STD=3.69) for VR (U = 166.5, P = .012)
and INV with a mean score of 17.39 (STD=2.23) vs 15.58 (STD=1.56)
for VR (U = 153.5, P = .049). There is no significant difference
between VR (M = 13.83, SD = 2.66) and PreM+ (M = 14.78, SD =
2.13) in terms of the Realism (REAL) subscale (U = 132, P = .315).

Motion Sickness MIsery SCale (MISC).. The results of the Mann-
Whitney U test show that there is no significant difference between
PreM+ (M = .56, SD = .51) and VR (M = .92, SD = .67) on Motion
Sickness (U = 77, P = .144).
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Figure 4: User performance. Data was obtained through four questionnaires: NASA, UEQ-S, IPQ, and MISC. Among them, IPQ
and MISC were analyzed only in the VR environment. (P < .05 (%))
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Figure 5: The time taken to complete the tasks by the partic-
ipants in the three conditions. The figure shows that the
time taken by participants using the PreM+ system was
significantly less than 2D and VR. (P < .05(*), P < .01(*"),
P < .001(**"))

6.5 Interviews

In this section, we conduct a thematic analysis of 12 participants’
semi-structured interviews through Nvivo!l. We focus our anal-
ysis on four themes: scenario design; insights; suggestions; and
additional comments from different stakeholders.

6.5.1 Semi-Structured Interview Format. Through this study, we
expect to better identify the strengths and weaknesses of VR branch-
ing system design and understand the extent to which information
retrieval in a VR environment enhances the user experience [45].
We introduced our project to a panel of 12 participants, distinct
from the experimental panel in the formative (Sec. 4) and final study
(Sec. 6), composed of one architect (P19), one Engineer (P21), and
ten members of a general audience(student) who have a general
interest in museum visits (P13, P14, P15, ...and P24).

The semi-structured interviews focused on the participants’ over-
all feelings about the system, their feedback on their use of the VR
interaction system, how they envisioned the scenario that best
suited them, and how they understood the tasks that needed to

https://www.qsrinternational.com/nvivo-qualitative- data-analysis- software/home

be accomplished and reflected on how their scenarios could have
better designed the system. We found that participants shared their
experimental experiences in two ways: their intuitive feelings and
the visual effects and interactions that they expected.

6.5.2 Scenario Design. Visitors appreciated the experience of be-
ing in the virtual museum environment through a head-mounted
device for museum information retrieval. The amount of preview
information contained on multiple screens is far more significant
than the amount of information contained on one screen. It offers
a primary and secondary information hierarchy and a comparative
analysis of different information platforms. Such an operation helps
them to understand various information about the exhibition they
are about to visit in the shortest possible time, such as the exhibition
theme and artists, and to understand the artist’s narrative through
this process. For example, P33 commented, “When I went to the
Hong Kong Palace exhibition with a friend in July this year, my lack
of understanding of the interior structure of the pavilion resulted in
missing many exhibits and individual sections.” She also said that it
was difficult for regular art exhibition-goers like herself to miss any
of the exhibits completely. P34 also said that she often did not know
the theme of an exhibition until after she had seen it. Information
retrieval through a pre-learning branching system like PreM+ can
form a complete viewing plan and give a vivid image of the exhibits
that are about to be physically seen. Through this process, viewers
form a storytelling picture that improves their understanding of
the exhibition and their impressions of the exhibits. (P25, P26, P27)
stated that they have also visited some exhibitions with VR devices.
Using VR devices to preview or understand the information about
viewing the exhibition in a real museum space gave them a mean-
ingful and enjoyable interactive experience that filled the gaps that
2D screens could not. The information comparison and prioritiza-
tion features were essential, and the physical museum scenes gave
them a more immersive feel. However, they point out that the ap-
plication’s main advantage is information retrieval, matching, and
sorting before viewing. Scene and immersion may not be necessary,
but (P29, P31, P38) also indicate that if background music related
to the exhibition theme is added, it can remove the distractions
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caused by the surroundings, allowing users to focus more and reach
a better retrieval efficiency.

6.5.3 Insights. Most users in the semi-structured interviews felt
that using the PreM+ branching system for the tour was more
personal and relaxing than the traditional application (2D). A few
participants (P33) found it challenging to understand how to use
the visual multi-screen branching system in a virtual environment
because they were unfamiliar with the technology. However, they
quickly understood this after we explained our design process with
examples. Many of them (P25, P26, P29, P32, P34) were impressed
with the interactive function (zoom in, zoom out, pull in, pull away)
as it improves convenience and highlights the priority of informa-
tion.

(P25, P26) liked the following function of the PreM+ branching
system because the multi-screen still follows as the head swings.
It helps the viewer get on the information retrieval track quickly
and correctly and helps the user find the main functional areas.
(P30, P32) say that very cool visual effects should be convenient for
young users. For (P31), if the system focuses on effective informa-
tion gathering before a trip to the museum through such efficient
information retrieval to cope with it, it should concentrate on the
key information they want to emphasize and the information that is
difficult to convey (e.g., important exhibits and exhibition opening
times, whether they need to buy tickets or not). Therefore, applying
the proposed system in the museum can be seen as a communica-
tion design method. On the other hand, (P25, P26, P27, P29, P36,
and P37) think that exposing too much information without the
relevant understanding may prevent them from exploring further.
This difference between people from art backgrounds and general
audiences needs to be further explored to create a better experience
of information retrieval within the virtual space and to guide users
through PreM+ so that they can better understand the exhibition
before visiting it and develop their path to visit.

6.5.4 Suggestions. We received valuable suggestions about the op-
eration of the system. First, several audience members (P25, P26, P27,
P29) mentioned that the function keys on the controller were sig-
nificantly more precise than dragging operations but also lacked an
innovative interactive experience. P25 appreciated that the PreM+
system was operated within the virtual space of the museum for a
better immersive experience. However, they noted that the expe-
rience would have been more interesting if it had been related to
the exhibition to visit. On the other hand, some participants, such
as P33, suggested that the virtual environment of the museum as
a backdrop can be overwhelming when using the PreM+ system
by adding unnecessary information. They suggested switching to
a more open view. P35 and P25 suggested that a clear and explicit
setting process and workflow must be improved for personalized
exhibition path setting. P31 mentioned that the controller is too sen-
sitive, and sometimes a gentle dragging will produce a page slide so
fast that they miss important information. Finally, P31 and P33 had
the following suggestions for further user needs. The system can
be applied to the other exhibition previews, where scenarios can
further explain the artist’s creative concept and production process,
creating more intuitive interactions [24, 26] with the participants
in the previews. They also suggested creating VIP personalized and
customized tour paths through PreM+ before visiting an exhibition
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for a more personalized route and experience. Support for person-
alization will be a significant future trend for museum previews,
where visitors can customize scenarios for a more professional and
specific tour. Other participants, such as P28, stated that the ex-
perience of VR systems could be multi-sensory and multi-modal
rather than limited to visuals. P34 stated that if exhibition paths
are customized through PreM+, later after visiting the exhibition,
one can also review the paths or exhibits they have visited through
VR, and even design interactive gaming experiences may be an
enhanced experience before the age of the metaverse [25, 56].

6.5.5 Additional Comments from Different Stakeholders. The ar-
chitects (P31) and general participants (P36) felt that this preview
information helped them better understand the exhibition’s infor-
mation. No important exhibits or content were missed. However,
they would like more innovative or abstract interactive designs to
absorb more viewers in the virtual environment of VR. The audi-
ence (P29) was impressed with this new approach to previewing.
He also mentioned that this work could be a good tool for com-
mercial museum research and advertising purposes, especially for
improving awareness of exhibition information and understanding
of exhibition content. In addition, P34 said that PreM+ might be
set to different levels to accommodate differences in the artistic
background of the audience. For example, more information about
the artist’s background and important works may be provided to
the general public. For art-trained viewers, the tour should provide
different types of in-depth information retrieval, e.g., automatic
scheduling based on the genre and style of the exhibit. Their differ-
ences give the user more freedom to develop their own story while
accessing basic information about the exhibition. Finally, (P33, P36)
complained that although they felt like this emerging approach
was visually and experientially eye-opening. However, the mul-
tiple screens in VR sometimes made them feel overwhelmed. Of
course, this is also related to their habits of using computer screens,
cell phones, and other single-screen devices. We also recommend
choosing the best number of screens for better experimental results
after a later review of the number of screens. This comment shows
that personal habits also need further consideration.

7 DESIGN STRATEGIES

This section summarizes strategies to guide the design of future
pre-learning systems, especially in an immersive environment. Our
strategies are exploratory in the sense that has been demonstrated
primarily through the PreM+ system and user studies we have de-
signed. As such, we have not yet evaluated them through follow-up
research, but we plan to hold design workshops and in-depth col-
laborations with several local museums to gather further empirical
evidence that these strategies are helpful to designers [31, 32, 36, 37].

7.1 Display

7.1.1 Display as a Branching System. This strategy concerns the
extent to which the system supports visitors, or users, by presenting
them with multiple different sources of information simultaneously
in the form of a branching system. It draws on the study of visual-
ization, providing separate interactable windows for many different
kinds of information to be collected and organized. In our user
study, almost all participants noted that displaying information
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in a branching stream was “very useful” for them to find differ-
ent resources at the same time quickly. This strategy can even be
widely applied, even in non-VR 3D environments. It can also extend
to 2D environments, in the case of large displays with very high
resolution. However, the VR environment allows exploiting a third
dimension to better sort the content, for instance by spreading the
grid layout over 360 degrees around the user.

7.1.2  Display as an Immersive Interactive System. This strategy
focuses on the benefits that the immersive environment we provide
in PreM+ brings to the user’s pre-learning. The virtual environment
provided by VR devices is much more immersive than the interac-
tion brought by a 2D screen. The user is fully engaged in using the
device to exclude redundant distractions, such as interruptions from
other programs. Our formative study confirms this finding. Most
participants noted that this VR interaction (i.e., VR default browser)
felt novel to them and was not susceptible to outside interference,
which was very useful for gathering information.

7.2 Interaction

Interaction is crucial in VR systems because it bridges the gap
between behaviour in VR and real-world interactions [4]. However,
there are challenges in using handles for interface interaction in
VR, particularly for information retrieval tasks that require point-
and-click [34]. Our study found that displaying too many screens
can overwhelm users [50, 51] and distract them during information
retrieval [9]. Therefore, designers must find ways to balance the
number of screens and user attention. It is also challenging to
effectively support users when collaborating between web pages.
To address this, we focused on providing customers with more
customization options, and the ability to move freely within each
page and modify the page’s content.

7.3 Humanized Design

Our design focuses on enhancing information-gathering effective-
ness and user perception of the system. We aim to introduce more
humanized elements to improve the system’s usability and user-
centered experience. Based on experimental data and user feedback,
we plan to iterate and enhance the system in the following areas,
with the goal of creating a more user-friendly and user-centric ex-
perience. We propose four design considerations for the VR system:

7.3.1 Matching Target Information Search and Returned Content.
Users can browse websites in a virtual space, and when they search
for keywords or phrases, relevant content will be displayed through
anew AR 2D interface or 3D graphics [20]. For example, if a user
searches for "3D modeling software," the system would display a 2D
augmented Wikipedia website related to "3D modeling software,'
open different 3D modeling software programs, and present "3D
modeling software" icons in a hybrid interface to support effective
learning.

7.3.2  Identifying Content Formats for Intuitive Browsing. The sys-
tem supports classifying and filtering content to present it in various
formats, such as 2D interfaces and 3D images. The interface can
display content information in a combination of different media
formats, including text, images, audio, and video, based on conven-
tional HTML5 design. The selection of formats is determined by
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user interaction, user information (e.g., user history, preferences,
and temporal state), and the nature of the content.

7.3.3  Personalized Composition and Display of Content. To en-
hance the user experience and ensure a seamless workflow, the
system compiles and presents content in a personalized manner.
This step involves filtering and selecting XR content based on user
information mentioned earlier. The XR environment interacts with
the user in real-time, delivering relevant XR content whenever and
wherever needed. Intelligent algorithms are employed to under-
stand the user’s preferences and personalize the content presenta-
tion.

7.3.4  Remote Collaboration. Users can engage in remote collab-
orative environments, allowing them to comment on the viewed
information and assess its reference value with other users. This
approach introduces a human virtual message layer, where each
specific message is redefined by the user, adding a deeper level of
interaction and feedback to the initial message.

8 LIMITATIONS

In daily life and work, it is common to browse multiple pieces of
information simultaneously. For example, doctoral students may
use multiple monitors to read multiple papers, while others use
multiple monitors to monitor stock market situations. Although
our study focuses on museum tour planning, our VR PreM+ sys-
tem can serve as a versatile pre-learning tool for various topics. It
combines traditional information retrieval in virtual spaces, inter-
active multi-screen retrieval methods, and alternate virtual envi-
ronment scenarios. As pre-learning is an informal learning process,
it requires an attractive and entertaining design to enhance user
engagement [33]. Some operations in our PreM+ system, such as
comparing information by turning in the virtual space, differ from
traditional 2D web page retrieval. Users need time to adapt to this
new model through repeated use. We recognize the need to further
refine and redesign these operations to improve the effectiveness
of information retrieval and matching through VR.

During the formative study, participants using a 2D computer
screen often preferred to use a mobile screen (e.g., iPad) for pre-
learning rather than a computer screen. Mobile applications serve
as containers for specific information, such as social media content
on platforms like Facebook or Twitter, and align with their usage
habits. In the semi-structured interviews conducted during the user
study, many participants mentioned that the system improved the
efficiency of information retrieval. However, due to the headset,
note-taking was challenging. Participants suggested incorporating
a note-taking function in VR, similar to the sticky note function
found on Apple computers. However, convenient note-taking in
immersive environments remains a significant challenge [21], re-
quiring dedicated studies for effective solutions.

Taking participant feedback into account, we plan to enhance
the engagement techniques of the PreM+ system, including inter-
action methods with virtual environment objects. We also aim to
improve existing interaction mechanisms within PreM+ to increase
user engagement, knowledge acquisition, and categorization by
prioritizing user-friendly design.
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9 CONCLUSION AND FUTURE WORK

In this paper, we explored the feasibility of information retrieval
in VR by designing and evaluating VR PreM+, an immersive pre-
learning branching visualization system. With the overarching
scenario of planning a museum visit, we first conducted a forma-
tive study to evaluate the shortcomings of current default VR web
browsers. The study shows that the 2D screen-based information
retrieval capability is more effective than the VR browser, and users
face many interaction difficulties in VR. Given the results of this
study, we design and implement VR PreM+ as a virtual learning
room where users can explore, extract, and classify pieces of in-
formation using the near-unlimited 3D space in VR. Our final user
evaluation shows that VR PreM+ halves the time to gather infor-
mation compared to both 2D and VR browsers. Users appreciated
the functions to classify and arrange information in 3D.

In the next research, we plan to conduct a co-design process
to improve the system’s operation and study the comprehensive
design of hybrid interfaces further, considering recommender sys-
tems, human-computer interaction, and multimedia systems. Our
future research will focus on creating a metaverse classroom that
blends digital with physical. Concentrate on teamwork, co-creation,
synchronous and asynchronous communication, and real-time com-
munication. We hope that our prototype of the Hyper-Learning
system and interfaces can encourage more artists and researchers
who want to connect virtual learning content with physical spaces
to further explore the usage of XR and metaverse as a tool for
education and co-creativity.

ACKNOWLEDGMENTS

This research was partially supported by the Extended Reality and
Immersive Media (XRIM) Lab at HKUST and the National Social
Science Foundation of China (20CJY045).

REFERENCES

[1] Matthew Addis, Mike Boniface, Simon Goodall, Paul Grimwood, Sanghee Kim,
Paul Lewis, Kirk Martinez, and Alison Stevenson. 2003. SCULPTEUR: Towards a
new paradigm for multimedia museum information handling. In International
Semantic Web Conference. Springer, 582-596.

[2] Mohamed Ally. 2004. Foundations of educational theory for online learning.
Theory and practice of online learning 2 (2004), 15-44.

[3] Ravin Balakrishnan. 2006. Why Aren’t We Using 3D User Interfaces, and Will
We Ever?. In 3D User Interfaces (3DUI'06). IEEE Computer Society, 141-141.

[4] Soumya C Barathi, Daniel J Finnegan, Matthew Farrow, Alexander Whaley, Pippa
Heath, Jude Buckley, Peter W Dowrick, Burkhard C Wuensche, James L] Bilzon,
Eamonn O’Neill, et al. 2018. Interactive feedforward for improving performance
and maintaining intrinsic motivation in VR exergaming. In Proceedings of the
2018 CHI Conference on Human Factors in Computing Systems. 1-14.

[5] Jim Blackaby and Beth Sandore. 1997. Building integrated museum information
retrieval systems: Practical approaches to data organization and access. Archives
and museum informatics 11, 2 (1997), 117-146.

[6] Jelte E Bos. 2015. Less sickness with more motion and/or mental distraction.
Journal of Vestibular Research 25, 1 (2015), 23-33.

[7] IanBrown. 1999. Developing a virtual reality user interface (VRUI) for geographic
information retrieval on the Internet. Transactions in GIS 3, 3 (1999), 207-220.

[8] Ricardo Campos, Gaél Dias, Alipio M Jorge, and Adam Jatowt. 2014. Survey of
temporal information retrieval and related applications. ACM Computing Surveys
(CSUR) 47, 2 (2014), 1-41.

[9] Carolina Cruz-Neira, Daniel J Sandin, and Thomas A DeFanti. 1993. Surround-
screen projection-based virtual reality: the design and implementation of the
CAVE. In Proceedings of the 20th annual conference on Computer graphics and
interactive techniques. 135-142.

[10] Susan Dumais, Edward Cutrell, Jonathan J Cadiz, Gavin Jancke, Raman Sarin,
and Daniel C Robbins. 2003. Stuff I've seen: a system for personal information
retrieval and re-use. In Proceedings of the 26th annual international ACM SIGIR

—
jan

[12

[13

(14]

[15

[16

(17

[20

[21

[22]

[23

[24

[25

[26

[27]

[28

[29]

@
=

[31

CHCHI 2023, November 13-16, 2023, Denpasar, Bali, Indonesia

conference on Research and development in informaion retrieval. 72-79.

Shulin Fang. 2020. Visualization of information retrieval in smart library based
on virtual reality technology. Complexity 2020 (2020).

Ze Gao. 2023. Envisioning an Immersive Multi-Screen VR System for Museum
Archive Browsing. In Proceedings of EVA London 2023. BCS Learning & Develop-
ment, 160-162.

John F Golding. 2006. Predicting individual differences in motion sickness sus-
ceptibility by questionnaire. Personality and Individual differences 41, 2 (2006),
237-248.

Maria Harrington. 2020. Augmented and Virtual Reality Application Design for
Immersive Learning Research Using Virtual Nature: Making Knowledge Beautiful
and Accessible with Information Fidelity. In Special Interest Group on Computer
Graphics and Interactive Techniques Conference Talks. 1-2.

WC Harris, PA Hancock, and EJ Arthur. 1993. The effect of taskload projection
on automation use, performance, and workload. The Adaptive Function allocation
for Intelligent Cockpits (AFAIQ program: Interim research and guidelines for the
application of adaptive automation. (1993), 25.

Jianfei Hu, Bin Zhang, and Di Wang. 2019. Application of Virtual Reality Technol-
ogy in Library Visual Information Retrieval. In IOP Conference Series: Materials
Science and Engineering, Vol. 569. IOP Publishing, 032062.

Hanna Kallio, Anna-Maija Pietil4, Martin Johnson, and Mari Kangasniemi. 2016.
Systematic methodological review: developing a framework for a qualitative
semi-structured interview guide. Journal of advanced nursing 72, 12 (2016),
2954-2965.

Marijn Koolen, Jaap Kamps, and Vincent de Keijzer. 2009. Information retrieval
in cultural heritage. Interdisciplinary Science Reviews 34, 2-3 (2009), 268-284.
Kit Yung Lam, Lik Hang Lee, Tristan Braud, and Pan Hui. 2019. M2a: A framework
for visualizing information from mobile web to mobile augmented reality. In
2019 IEEE International Conference on Pervasive Computing and Communications
(PerCom. IEEE, 1-10.

Kit Yung Lam, Lik Hang Lee, and Pan Hui. 2021. A2w: Context-aware recom-
mendation system for mobile augmented reality web browser. In Proceedings of
the 29th ACM International Conference on Multimedia. 2447-2455.

Lik Hang Lee, Tristan Braud, Kit Yung Lam, Yui Pan Yau, and Pan Hui. 2020.
From seen to unseen: Designing keyboard-less interfaces for text entry on the
constrained screen real estate of Augmented Reality headsets. Pervasive and
Mobile Computing 64 (2020), 101148.

Lu Li and Ji Zhou. 2016. Virtual reality technology based developmental de-
signs of multiplayer-interaction-supporting exhibits of science museums: taking
the exhibit of" virtual experience on an aircraft carrier” in China science and
technology museum as an example. In Proceedings of the 15th ACM SIGGRAPH
Conference on Virtual-Reality Continuum and Its Applications in Industry-Volume
1. 409-412.

Xinying Li. 2018. Research on application of virtual reality technology in in-
formation retrieval. In IOP Conference Series: Materials Science and Engineering,
Vol. 423. IOP Publishing, 012098.

Xiang Li, Yuzheng Chen, Rakesh Patibanda, and Florian 'Floyd’ Mueller. 2021.
VrCAPTCHA: Exploring CAPTCHA Designs in Virtual Reality. In Extended
Abstracts of the 2021 CHI Conference on Human Factors in Computing Systems
(Yokohama, Japan) (CHI EA ’21). Association for Computing Machinery, New
York, NY, USA, Article 167, 4 pages. https://doi.org/10.1145/3411763.3451985
Xiang Li, Xiaohang Tang, Xin Tong, Rakesh Patibanda, Florian 'Floyd’ Mueller,
and Hai-Ning Liang. 2021. Myopic Bike and Say Hi: Games for Empathizing with
The Myopic. In Extended Abstracts of the 2021 Annual Symposium on Computer-
Human Interaction in Play. 333-338.

Xiang Li, Jin-Du Wang, John J. Dudley, and Per Ola Kristensson. 2023. Swarm
Manipulation in Virtual Reality. In The 2023 ACM Symposium on Spatial User
Interaction (SUI °23) (Sydney, NSW, Australia). ACM, New York, NY, USA, 11
Pages. https://doi.org/10.1145/3607822.3614519

Gi-zen Liu, Tzu-chien Liu, Chih-chung Lin, Yu-ling Kuo, and Gwo-jen Hwang.
2016. Identifying learning features and models for context-aware ubiquitous
learning with phenomenological research method. International Journal of Mobile
Learning and Organisation 10, 4 (2016), 238-262.

Alan MacLennan. 2007. Design of virtual worlds for accessing information: discov-
ery of user preferences. Ph.D. Dissertation.

Ann McNamara, Katherine Boyd, David Oh, Ryan Sharpe, and Annie Suther.
2018. Using eye tracking to improve information retrieval in virtual reality. In
2018 IEEE International Symposium on Mixed and Augmented Reality Adjunct
(ISMAR-Adjunct). IEEE, 242-243.

Yoichi Motomura, Kaori Yoshida, and Kazunori Fujimoto. 2000. Generative user
models for adaptive information retrieval. In Smc 2000 conference proceedings.
2000 ieee international conference on systems, man and cybernetics.’cybernetics
evolving to systems, humans, organizations, and their complex interactions’(cat. no.
0, Vol. 1. IEEE, 665-670.

Florian Floyd’ Mueller, Rakesh Patibanda, Richard Byrne, Zhuying Li, Yan Wang,
Josh Andres, Xiang Li, Jonathan Marquez, Stefan Greuter, Jonathan Duckworth,
et al. 2021. Limited control over the body as intriguing play design resource. In
Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems.


https://doi.org/10.1145/3411763.3451985
https://doi.org/10.1145/3607822.3614519

CHCHI 2023, November 13-16, 2023, Denpasar, Bali, Indonesia

1-16.

[32] Florian Floyd’ Mueller, Nathan Semertzidis, Josh Andres, Joe Marshall, Steve
Benford, Xiang Li, Louise Matjeka, and Yash Mehta. 2023. Towards Understanding
the Design of Intertwined Human-Computer Integrations. ACM Trans. Comput.-
Hum. Interact. (apr 2023). https://doi.org/10.1145/3590766 Just Accepted.

[33] Dan Olsen. 2008. Interactive viscosity. In Proceedings of the 21st annual ACM

symposium on User interface software and technology. 1-2.

Michael Otto, Eva Lampen, Philipp Agethen, Mareike Langohr, Gabriel Zachmann,

and Enrico Rukzio. 2019. A virtual reality assembly assessment benchmark for

measuring VR performance & limitations. Procedia CIRP 81 (2019), 785-790.

[35] Zhigeng Pan, Adrian David Cheok, Hongwei Yang, Jiejie Zhu, and Jiaoying

Shi. 2006. Virtual reality and mixed reality for virtual learning environments.

Computers & graphics 30, 1 (2006), 20-28.

Rakesh Patibanda, Chris Hill, Aryan Saini, Xiang Li, Yuzheng Chen, Andrii

Matviienko, Jarrod Knibbe, Elise van den Hoven, and Florian ‘Floyd” Mueller.

2023. Auto-Paizo Games: Towards Understanding the Design of Games That

Aim to Unify a Player’s Physical Body and the Virtual World. Proc. ACM Hum.-

Comput. Interact. 7, CHI PLAY, Article 408 (oct 2023), 26 pages. https://doi.org/

10.1145/3611054

Rakesh Patibanda, Aryan Saini, Nathalie Overdevest, Maria F. Montoya, Xiang

Li, Yuzheng Chen, Shreyas Nisal, Josh Andres, Jarrod Knibbe, Elise van den

Hoven, and Florian ‘Floyd’ Mueller. 2023. Fused Spectatorship: Designing Bodily

Experiences Where Spectators Become Players. Proc. ACM Hum.-Comput. Interact.

7, CHI PLAY, Article 403 (oct 2023), 34 pages. https://doi.org/10.1145/3611049

Mykola Pechenizkiy and Toon Calders. 2007. A framework for guiding the

museum tours personalization. In Proceedings of the workshop on personalised

access to cultural heritage (patch07). 11-28.

David A Plecher, Maximilian Wandinger, and Gudrun Klinker. 2019. Mixed

reality for cultural heritage. In 2019 IEEE Conference on Virtual Reality and 3D

User Interfaces (VR). IEEE, 1618-1622.

[40] Sumitra Pokhrel and Roshan Chhetri. 2021. A literature review on impact of
COVID-19 pandemic on teaching and learning. Higher Education for the Future 8,
1(2021), 133-141.

[41] Anna Puig, Inmaculada Rodriguez, Josep L1 Arcos, Juan A Rodriguez-Aguilar,
Sergi Cebrian, Anton Bogdanovych, Nuria Morera, Antoni Palomo, and Raquel
Piqué. 2020. Lessons learned from supplementing archaeological museum exhi-
bitions with virtual reality. Virtual Reality 24, 2 (2020), 343-358.

[42] Jaziar Radianti, Tim A Majchrzak, Jennifer Fromm, and Isabell Wohlgenannt.
2020. A systematic review of immersive virtual reality applications for higher
education: Design elements, lessons learned, and research agenda. Computers &
Education 147 (2020), 103778.

[43] Jonathan C Roberts, Joseph W Mearman, Peter WS Butcher, Hayder Mahdi
Al-Maneea, and Panagiotis D Ritsos. 2021. 3D Visualisations Should Not be
Displayed Alone-Encouraging a Need for Multivocality in Visualisation. arXiv
preprint arXiv:2108.04680 (2021).

[44] Lisa C Roberts. 2014. From knowledge to narrative: Educators and the changing

museum. Smithsonian Institution.

Irene Rubino, Claudia Barberis, Jetmir Xhembulla, and Giovanni Malnati. 2015.

Integrating a location-based mobile game in the museum visit: Evaluating visitors’

behaviour and learning. Journal on Computing and Cultural Heritage (JOCCH) 8,

3(2015), 1-18.

Guy Schofield, Gareth Beale, Nicole Beale, Martin Fell, Dawn Hadley, Jonathan

Hook, Damian Murphy, Julian Richards, and Lewis Thresh. 2018. Viking VR:

designing a virtual reality experience for a museum. In Proceedings of the 2018

Designing Interactive Systems Conference. 805-815.

Martin Schrepp, Andreas Hinderks, and Jérg Thomaschewski. 2017. Design

and evaluation of a short version of the user experience questionnaire (UEQ-S).

International Journal of Interactive Multimedia and Artificial Intelligence, 4 (6),

103-108. (2017).

[48] T Schubert, F Friedmann, and H Regenbrecht. 2001. Igroup presence questionnaire.

Teleoperators Virtual Environ 41 (2001), 115-124.

Alistair G Sutcliffe, Charalambos Poullis, Andreas Gregoriades, Irene Katsouri,

Aimilia Tzanavari, and Kyriakos Herakleous. 2019. Reflecting on the design

process for virtual reality applications. International Journal of Human—Computer

Interaction 35, 2 (2019), 168-179.

[50] Radu-Daniel Vatavu and Matei Mancas. 2014. Visual attention measures for
multi-screen TV. In Proceedings of the ACM international conference on interactive
experiences for TV and online video. 111-118.

[51] Radu-Daniel Vatavu and Matei Mancas. 2015. Evaluating visual attention for
multi-screen television: measures, toolkit, and experimental findings. Personal
and Ubiquitous Computing 19, 5 (2015), 781-801.

[52] Angi Wang, Ze Gao, Zeyu Wang, Pan Hui, and Tristan Braud. 2022. Envisioning

A Hyper-Learning System in the Age of Metaverse. In Proceedings of the 18th

ACM SIGGRAPH International Conference on Virtual-Reality Continuum and its

Applications in Industry. 1-2.

Yafang Wang, Chenglei Yang, Shijun Liu, Rui Wang, and Xiangxu Meng. 2007.

Grid-enabled Chinese natural language-based information retrieval system in

digital museum. In 2007 2nd International Conference on Pervasive Computing and

[34

[36

[37

[38

[39

[45

[46

[47

[49

[53

[54]

[55

[56]

Gao and Li, et al.

Applications. IEEE, 594-599.

Rafal Wojciechowski, Krzysztof Walczak, Martin White, and Wojciech Cellary.
2004. Building virtual and augmented reality museum exhibitions. In Proceedings
of the ninth international conference on 3D Web technology. 135-144.

Terry CW Wong and Wim van der Plas. [n. d.]. Third Summit on New Media Art
Archiving. ([n.d.]).

Wenge Xu, Hai-Ning Liang, Xiaoyue Ma, and Xiang Li. 2020. VirusBoxing: A
HIIT-based VR boxing game. In Extended Abstracts of the 2020 Annual Symposium
on Computer-Human Interaction in Play. 98-102.


https://doi.org/10.1145/3590766
https://doi.org/10.1145/3611054
https://doi.org/10.1145/3611054
https://doi.org/10.1145/3611049

	Abstract
	1 Introduction
	2 Related Work
	2.1 Information Retrieval Systems
	2.2 VR Systems with Information Retrieval
	2.3 VR Visualization Branching Systems

	3 Scenario
	4 Formative Study
	4.1 Participants and Apparatus
	4.2 Formative Study: Method
	4.3 Formative Study: Findings
	4.4 Observations

	5 VR PreM+: An Immersive Pre-Learning Branching Visualization System
	5.1 Design Requirements and Decisions
	5.2 User Scenario and Interaction Design
	5.3 Implementation

	6 User Study
	6.1 Hypotheses
	6.2 Participants and Apparatus
	6.3 Evaluation Metrics
	6.4 Study Results
	6.5 Interviews

	7 Design Strategies
	7.1 Display
	7.2 Interaction
	7.3 Humanized Design

	8 Limitations
	9 Conclusion and Future Work
	Acknowledgments
	References

