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Figure 1: Location of the cohesive zone in a blast furnace simulated by the XDEM simulation platform.

ABSTRACT
Traditional steelmaking is a major source of carbon dioxide emis-
sions, but green steel production offers a sustainable alternative.
Green steel is produced using hydrogen as a reducing agent in-
stead of carbon monoxide, which results in only water vapour as
a by-product. Midrex is a well-established technology that plays
a crucial role in the green steel supply chain by producing direct
reduced iron (DRI), a more environmentally friendly alternative to
traditional iron production methods.

In this work, we model a Midrex blast furnace and propose a
parallel multi-physics simulation tool based on the coupling be-
tween Discrete Element Method (DEM) and Computational Fluid
Dynamics (CFD). The particulate phase is simulated with XDEM
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(parallelized with MPI+OpenMP), the fluid phase is solved by Open-
FOAM (parallelized with MPI), and the two solvers are coupled
together using the preCICE library. We perform a careful perfor-
mance analysis that focuses first on each solver individually and
then on the coupled application. Our results highlight the difficulty
of distributing the computing resources appropriately between the
solvers in order to achieve the best performance.

Finally, our multi-physics coupled implementation runs in paral-
lel on 1024 cores and can simulate 500 seconds of the Midrex blast
furnace in 1 hour and 45 minutes. This work identifies the challenge
related to the load balancing of coupled solvers and makes a step
forward towards the simulation of a complete 3D blast furnace on
High-Performance Computing platforms.

CCS CONCEPTS
• Applied computing→ Physical sciences and engineering;
• Computing methodologies → Modeling and simulation;
Parallel computing methodologies.

KEYWORDS
extended discrete element method (XDEM), thermal processing,
granular material, multi-physics partitioning, multi-physics simu-
lation, CFD-DEM, parallel coupling
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1 INTRODUCTION
Traditional steelmaking is the biggest source of carbon dioxide
emissions from industry, accounting for 7 % of global𝐶𝑂2 emissions.
Fortunately, there are ways to drastically cut or even eliminate
steelmaking emissions and meet the Paris Agreement goals, while
also meeting the growing demand for steel.

The transition from traditional steelmaking to green steel repre-
sents a revolutionary shift in the metallurgical industry. Standard
steel production, largely reliant on carbon-intensive processes like
the blast furnace, has long been associated with significant green-
house gas emissions. In contrast, green steel embodies a sustainable
future, emphasizing carbon neutrality and reduced environmental
impact. The core of green steel production lies in using hydrogen
as a clean reducing agent instead of carbon in traditional coke
ovens. This process, known as hydrogen-based direct reduction,
emits only water vapour as a by-product. Of course, the green iron
produced this way is considered green only if the hydrogen used
in the process is itself green.

Midrex is a well-established "green" technology used in the steel
industry, specifically in producing direct reduced iron (DRI) or
sponge iron. While it may not directly produce green steel, it plays
a crucial role in the green steel supply chain by providing a more
environmentally friendly alternative to traditional iron production
methods.

Midrex technology is known for its:
• Use of Natural Gas: One of the hallmark features of Midrex
is its reliance on natural gas as a reducing agent instead of
carbon-based materials like coke. This reduces greenhouse
gas emissions significantly. The process involves the con-
version of iron ore pellets into highly pure and metallic DRI
using a combination of natural gas and hydrogen during a
transitional period until sufficient hydrogen is available.

• Lower Carbon Footprint: Compared to traditional blast fur-
nace methods, Midrex technology has a substantially lower
carbon footprint. By minimizing carbon emissions, it aligns
with the goals of green steel production.

• Energy Efficiency: Midrex plants are highly energy-efficient.
They can integrate renewable energy sources, such as solar
or wind power, into their operations, making them more
environmentally sustainable.

• Use of Renewable Hydrogen: In recent years, there has been a
growing interest in using renewable hydrogen in the Midrex
process. Green hydrogen, produced through electrolysis pow-
ered by renewable energy sources, can further reduce the
carbon footprint of DRI production.

• Reduced Environmental Impact: The Midrex process emits
significantly fewer pollutants, such as sulfur dioxide and ni-
trogen oxides, compared to traditional steelmaking methods.
This contributes to cleaner air quality and reduced environ-
mental harm.

• Flexibility and Modular Design: Midrex plants are known
for their flexibility and modular design, which makes them
adaptable to various production scales and locations. This
adaptability can enable the decentralized production of DRI,
reducing the environmental impact associated with trans-
porting raw materials over long distances.

The performance of blast furnaces is evaluated based on their
thermal efficiency and harmful emissions, and it is affected by
many factors, such as the furnace design and operating conditions.
Numerical simulation is a more affordable and time-efficient way
to optimize blast furnace operation than expensive experimental
methods. For example, as depicted in Figure 1, numerical simulation
allows for locating the cohesive zone and thus estimating of the
production of liquid iron. However, the Midrex technology in a blast
furnace is a complex physical process (involving particle motion and
shrinking, heat transfer, reduction, melting and slag formation, etc.)
that must be carefully modelled and validated. This high level of
complexity means that simulating industrial blast furnaces requires
High-Performance Computing (HPC) platforms and expertise to be
conducted in a reasonable time.

Our work bridges the gap between chemical engineering and
high-performance numerical simulation by providing an advanced
high-performance multi-physics simulation of a blast furnace. We
present our numerical approach and detail the performance on a
High-Performance Computing (HPC) platform. Our contributions,
which are novel related to the topic of blast furnace simulations
on HPC, are: (1) a parallel multi-physics CFD-DEM coupling ap-
plication, based on XDEM and OpenFOAM, for the simulation of
the Midrex blast furnace; (2) a thorough performance evaluation
on an industrial setup, highlighting the challenges related to the
load-balancing between coupled solvers.

This paper is organized as follows. First, we present an overview
of the state-of-the-art related to the simulations of multi-phase
flow phenomena and blast furnaces, and their execution on HPC
platforms. Section 3 presents the physical background related to the
Midrex process, its validation and parallel implementation with the
coupling XDEM–OpenFOAM. A detailed performance evaluation
of our solution is carried out in Section 4 and then followed by the
Conclusion.

2 RELATEDWORKS
Numerical methods for simulating multi-phase flow phenomena
involving a solid, like a particulate phase, essentially fall into two
categories: The two-fluid model is its most well-known representa-
tive, and on a macroscopic level, all phases are treated as a contin-
uum [15]. It is a good fit for process modelling due to its simplicity
in computation and effectiveness. The amount of information that
can be learned about the material properties, size distribution, or
shape of individual particles, however, is significantly diminished
by the concept of averaging. To compensate for this loss of infor-
mation on small scales, additional constitutive or closure relations
are needed.

In contrast, the Combined Continuum andDiscreteModel (CCDM)
treats the flow of liquids or gases as a continuum phase in the inter-
stitial space while treating the solid phase as discrete [20, 61, 71, 72].
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Because constitutive relations are excluded from the discrete de-
scription of the solid phase, basic ideas are easier to comprehend.
This conclusion was reached by Zhu et al. [83] and Zhu et al. [84]
while reviewing particulate flows modelled using the CCDM ap-
proach. It has undergone significant development over the past
decades and treats the other continuous phases while using the
Discrete Element Method (DEM) to describe the motion of the solid
phase on an individual particle scale. To meet engineering require-
ments, current models should be expanded to include multi-phase
flow behaviour and particle shapes other than spherical geome-
tries, according to Zhu et al. [83] and Zhu et al. [84]. As a result of
these efforts, discrete and continuum methods should generally be
connected, enabling results to be quantified for process modelling.

At the beginning, only simple flow configurations [20, 61] were
handled by the CCDM. However, Chu and Yu [9] demonstrated that
the technique could also be used to model complex flow configu-
rations that included a fluidised bed, conveyor belt, and cyclone.
Similar to this, Zhou et al. [81] and Chu et al. [8] applied the CCDM
approach to the complex geometry of a pulverized coal combus-
tion [81] and Chu et al.[8] modelled the complex of magnetite par-
ticles of different sizes in a dense medium cyclone (DMC) including
flow of air, water, and coal. In both instances, there was apprecia-
bly good agreement between experimental data and predictions.
Fluidized beds have also been subject to the CCDM approach, ac-
cording to reviews by Rowe and Nienow [53] and Feng and Yu [12].
Feng and Yu [12] described the chaotic motion of particles of various
sizes in a gas-fluidized bed. See Kafuia et al. [24] for a description
of discrete particle-continuum fluid modelling of gas-solid fluidised
beds.

The modelling of blast furnaces has also advanced in a similar
way. Shibo et al. [26] reviewed recent developments in mathemat-
ical modelling related to top charging, shaft processes, raceway,
and hearth. Their review indicates that there is still a fragmented
approach for isolated regions and physical processes in the blast fur-
nace, such as the studies of combustion in a raceway [16, 50, 59, 65].
Similar to this, Zhou et al. [78] developed numerous computational
fluid dynamics (CFD) models for the shaft, raceway, and hearth
in order to optimize operating conditions. These shortcomings
were partially compensated by a three-dimensional CFD model
developed by Lulu et al. [23]. They were successful in achieving a
respectable level of agreement between measured and predicted
furnace states in both industrial and experimental settings. Dong
et al. [14] also employed a CFD model to identify the cohesive zone
based on the temperature distribution of the ore. Shen et al. [55]
identified key performance indicators like gas utilization and reduc-
tion degree using the same CFX-based CFD model. These various
models each represent a particular region of a blast furnace, but they
largely ignore how those regions interact. However, the current
contribution represents an important first step toward a thorough
modelling framework that covers the entire blast furnace.

A review byChattopahyay et al. [5, 6] showed that computational
fluid dynamics (CFD) has been employed with great success in
many instances as a tool for continuous flow modeling. However,
experimental results [17–19, 30–32, 57, 62–64, 67, 74] show that
a pure continuous approach to the blast furnace is flawed . For a
variety of engineering applications, as discussed by Yu [76], Dong
et al. [10] recommend using a discrete approach to model the flow

of the solid phase of particles. The CCDM method was used by
Simsek et al. [56] to predict grate firing systems, but they only
got qualitatively acceptable results, highlighting the need for more
research.

Current CCDM approaches should be expanded to a truly multi-
phase flow behaviour as carried out by [33–35, 39, 48], in contrast
to the Volume-of-Fluid method and the multi-phase mixture model.
In order to satisfy engineering requirements, it is also necessary
to take into account particle shapes other than spherical geome-
tries [36, 40, 68], claim Zhu et al. [83, 84] in their references. Since
all derivations have been made for mono-sized particles, as stated
by Feng and Yu [11], these efforts should ideally be supplemented
by poly-disperse particle systems. For the purposes of process mod-
elling, all of these initiatives should contribute to establishing a
general connection between discrete and continuum methodolo-
gies.

Even though the CCDMmethodology has been in place for more
than a decade [61, 71] heat transfer prediction is still in its infancy.
The heat transfer for polymerization reactions in gas-fluidised beds
was predicted by Kaneko et al. [25] using the Ranz-Marshall corre-
lation [51], but without taking conduction into account. Only in a
two-dimensional spouted bed was convective transfer predicted by
Swasdisevi et al. [58]. For the transport of gas-solid in horizontal
pipes, Li and Mason [27–29] considered conductive heat transfer
between particles. Zhou et al. [79, 80] modelled coal combustion in
a gas-fluidized bed while taking into account both conductive and
convective heat transfer. Although Malone and Xu [38] predicted
heat transfer in liquid-fluidized beds by the CCDM method and
emphasized the need for further research into heat transfer, Wang
et al. [66] predicted the gas-solid flow in a high-density circulating
fluidized bed with the two-fluid model. Xiang [69] found during
an investigation of air on the packing structure of fine particles
that his application lacks computational resources. According to a
recent review by Zhou et al. [83] many approaches only take into
account flow and ignore heat or mass transfer. Thus, they stated
the following recommendations:

• Micro-scale: By developing a more thorough theory and
experimental techniques for investigating and calculating
the forces that interact with particles and fluids in various
environments, we hope to strengthen the groundwork for
particle scale simulation [2, 21, 54].

• Macroscale: the development of a general theory that unifies
discrete and continuum methods and enables the quantifica-
tion of particle scale data from DEM or DEM-based simula-
tion in terms of (macroscopic) governing equations [22, 49,
52].

• Application: Transferring the current phenomenon simula-
tion to process simulation is crucial for addressing actual
engineering needs. In order to achieve this, it is crucial to cre-
ate more trustworthy models and efficient computer codes
that enable particle scale simulation to be expanded, for ex-
ample, from a two-phase to a multi-phase and/or from a
simple spherical to a complex non-spherical particle sys-
tem [43–46].
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In [77], Zhong et al. highlight that the use of CFD-DEM is not
feasible for the simulation of industrial cases because it is too ex-
pensive in terms of computation and memory. Indeed, there are
no reports of CFD-DEM-based simulation of a complete 3D blast
furnace, even in an HPC configuration. The majority of the work
used to be based on 2D models [26]. Thanks to the increasing com-
putation power, recent studies propose 3D simulations based on
sector model [75] (i.e., one-sixth of a furnace) or sub-part of the
system like the raceway [1]. To alleviate the computational needs,
scaled methods or coarse-grain approaches have been used for
simulation with more than 2 million particles [73]. Unfortunately,
authors rarely discuss their implementation, the parallelization or
the performance of their simulation prototypes.

More generally, load-balancing has been identified as a critical is-
sue for the performance of multi-physics simulations. In monolithic
coupling, solvers are coupled together in a single executable which
allows fast in-memory data exchange [47]. This is particularly suit-
able for volume-coupled problems with the use of a co-located
partitioning strategy [47] which assigns the subdomains of the dif-
ferent solvers in the same partition to reduce costly inter-partition
inter-physics data exchanges. It has been successfully applied to
complex CFD-DEM coupled problems [3, 82]. Alternatively, load-
balancing between coupled solvers is achieved by measuring the
computational cost of each physics module and then estimating the
computation weights [42] to be given to the partitioning algorithm.
In partitioned coupling, the configuration is different because each
solver can run on a different set of cores. Based on this, [60] builds
a performance model of each solver that is used to find the optimal
distribution of the computing resources between the solvers.

With the current work, we do not tackle directly load-balacing.
Instead, our objective is to study the parallel execution of ourMidrex
blast furnace implementation and gain insight into its behaviour
at large scale. The collected information will serve as a basis for
further work related to load balancing.

3 MODELLING AND IMPLEMENTATION OF
THE MIDREX BLAST FURNACE

While Midrex technology itself does not directly produce steel
products, its role in producing direct reduced iron is a critical step
toward green steel production. The DRI produced using Midrex
technology can be used as a feedstock in electric arc furnaces (EAFs)
or integrated into other steelmaking processes that are more en-
vironmentally friendly compared to traditional blast furnaces. As
the steel industry continues to transition toward greener and more
sustainable practices, technologies like Midrex are expected to play
a pivotal role in reducing the industry’s carbon emissions and en-
vironmental impact, contributing to the development of a more
eco-conscious steel sector. Modelling these processes provides in-
sights into heat transfer, fluid dynamics, combustion, and chemical
reactions, aiding in furnace design, efficiency enhancement, and
emissions reduction. Furnace modelling stands as a dynamic field
that intersects engineering, physics, chemistry, and computational
science. As industries strive for efficiency, sustainability, and re-
duced emissions, the role of furnace modelling becomes increas-
ingly pivotal. By addressing challenges and embracing innovative

  

Gas Outlet

Gas 
Inlet

Discharge of Sponge Iron

Figure 2: Shape a Midrex furnace filled with iron-bearing
particles.

approaches, researchers and industries can collectively drive ad-
vancements in this critical realm, shaping the future of iron and
steel production. The following Figure 2 depicts a Midrex furnace
filled with iron-bearing material.

The iron oxides,Magnetite (𝐹𝑒3𝑂4), Hematite (𝐹𝑒2𝑂3), andWüstite
(𝐹𝑒𝑂), undergo reduction with hydrogen and carbon monoxide on
the following reaction mechanisms listed in reactions 1 - 6. In par-
ticular, reactions 1 - 3 highlight the environmental aspect of the
DRI technology avoiding any formation of carbon dioxide and thus,
contributing to a significant reduction of the carbon footprint. In
the carburizing reaction 7, the iron absorbs methane to produces
Cementite (𝐹𝑒3𝐶).

Reduction with hydrogen:

3𝐹𝑒2𝑂3 + 𝐻2 ↔ 2𝐹𝑒3𝑂4 + 𝐻2𝑂 (1)
𝐹𝑒3𝑂4 + 𝐻2 ↔ 3𝐹𝑒𝑂 + 𝐻2𝑂 (2)
𝐹𝑒𝑂 + 𝐻2 ↔ 𝐹𝑒 + 𝐻2𝑂 (3)

Reduction with carbon monoxide:

3𝐹𝑒2𝑂3 +𝐶𝑂 ↔ 2𝐹𝑒3𝑂4 +𝐶𝑂2 (4)
𝐹𝑒3𝑂4 +𝐶𝑂 ↔ 3𝐹𝑒𝑂 +𝐶𝑂2 (5)
𝐹𝑒𝑂 +𝐶𝑂 ↔ 𝐹𝑒 +𝐶𝑂2 (6)

Carburizing reaction:

3𝐹𝑒 +𝐶𝐻4 ↔ 𝐹𝑒3𝐶 + 2𝐻2 (7)

3.1 XDEM and OpenFOAM Coupling
In order to describe the thermal processing of granular material
such as iron reduction with the Midrex technology accurately, the
particulate phase is represented by discrete entities for which the
motion and the thermodynamic state are determined, while the gas
phase in the void space between the particles is treated with compu-
tational fluid dynamics (CFD) as a continuum approach. Although
computationally more expensive than the two-fluid approach or
similar approaches solely based on continuum techniques, a cou-
pled Euler-Lagrange coupling is superior due to its accuracy [77].
Therefore, two well-known simulation platforms are chosen for
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coupling library

Volume coupling
with

● Fluid velocity, density, 
dynamic viscosity

● Pressure Gradient
● Temperature
● Thermal conductivity
● Heat
● Species mass fractions 

(CH4, CO2, CO, H2, H2O, N2, O2)

● Porosity
● Momentum source

(explicit and implicit terms)
● Heat source
● Mass sources 

(CH4, CO2, CO, H2, H2O, N2, O2)

OpenFOAM to XDEM

XDEM to OpenFOAM

Fluid phase in OpenFOAM
parallelized with MPI

Particle phase in XDEM
parallelized with OpenMP+MPI

Computational Fluid Dynamics Extended Discrete Element Method

Figure 3: Overview of the Midrex Blast Furnace coupled simulation: The fluid phase is simulated with OpenFOAM (left); the
particles are simulated with XDEM (right). The coupling is carried out by the preCICE library (middle) which exchanges the
listed physical field values between the two software at every coupling timestep.

coupling, namely the extended discrete element method (XDEM)
framework for the discrete phase and OpenFOAM representing
CFD. Both modules exchange intensively three quantities: heat,
mass and momentum.

• Heat Exchange: Particles are heated by the hot incoming
gas of approximately 930 °C. Thus, the gas flow transfers
heat through a convective transfer to the particles meaning
that particles heat up while the gas cools down. These heat
quantities are exchanged between the fluid and the particles’
surface [4].

• Mass Exchange: Particles receive hydrogen and carbon
monoxide for reduction from the gas while the gas receives
the products vapour and carbon dioxide from the particles.
Reducing agents and products are exchanged via particle
surfaces through a convective mass transfer [4].

• Momentum Exchange: The packed bed and in particular
individual particles generate a pressure drop for the flow.
Conversely, the gas flow exerts a drag force on particles
that is added to other forces, e.g., gravity of the particle.
Both transfer directions are accounted for by the momentum
transfer [4, 70].

The above-mentioned transfer mechanisms are carried out by
the preCICE library [7]. It ensures that individual particles receive
the respective fluid quantities according to their position in the CFD
simulation domain. Reversely, the fluid has to receive the correct

particle properties e.g. surface temperature to account for the above-
mentioned quantities transferred. Figure 3 gives an overview of
the coupling between XDEM and OpenFOAM. At every coupling
timestep, the preCICE coupling library communicates the values
of the physical scalar and vector fields between the two solvers.
Because the two simulation domains overlap (i.e., the particles are
immersed within the fluid and move independently), we have a
volume coupling and thus the amount of data to exchange can be
quite significant.

3.2 Validation
The implementation of these reactions have been validated over
the relevant temperature and composition range as depicted in
Figure 4 and 5 using the experimental data collected from [41]
and [85]. Most important is that reduction through hydrogen and
carbon monoxide as reducing agents is described by two consistent
reaction mechanisms with constant kinetic parameters for thermal
equilibrium reactions as opposed to fitting each experiment with
an individual set of parameters. Predicted reduction degrees agree
well with experimental data [41, 85] for all experiments, so these
reaction mechanisms are well-suited to be applied to the Midrex
furnace.

The following Figures 6 and 7 depict some representative re-
sults addressing the temperature and species distribution for the
gas phase and particles. The reducing gas is injected through the
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Figure 4: Validation of reducing reactions 1 to 3 for tempera-
tures of 1073 K, 1173 K and 1273 K for different compositions
of hydrogen and carbon monoxide in comparison with experi-
mental data from [85].
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Figure 5: Validation of reducing reactions of Hematite, Mag-
netite and Wüstite for different temperatures in a pure carbon
monoxide atmosphere according to reactions 4 to 6 in compar-
ison with experimental data from [41].

side inlets to stream upward through the packed bed thus, heat-
ing the particles and providing the reducing agents meaning that
the concentration of hydrogen and carbon monoxide decreases
continuously towards the gas outlets. Similarly, the iron oxides
of the particles are reduced according to the reactions 1 to 6 so

that the particle mass fractions of iron oxide reduce and the mass
fraction of iron increases. These detailed results prove the accu-
racy of the XDEM–CFD coupling and a thorough analysis reveals
the underlying physics indispensable for an efficient design and
operation.
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Figure 6: Gas and particle surface temperature distribution in
a Midrex furnace.

Figure 7: Distribution of hydrogen in the gas phase and
progress of reduction represented by the partial mass of iron
oxide (FeO) for the particles.

3.3 Parallelisation Approach
The CFD-DEM coupling is a volume coupling (as opposed to a
surface coupling) because the particles are located and interact
with the fluid around them. That means that the amount of data
exchanged is proportional to the volume of overlapping domains
between CFD and DEM. As discussed in [3, 47], this can have a sig-
nificant impact on the performance of the execution. Parallelization
strategies for single-physics applications such as computational
fluid dynamics (CFD), finite element analysis (FEM) or Lattice Boltz-
mann (LB) are well-developed. However, coupling two or more
applications represented by parallelized software modules does not
result automatically in a parallelized coupled solver [3].

In our current implementation, we rely on the preCICE coupling
library [7] which is designed to support parallel applications based
on domain decomposition. With preCICE, each solver is considered
a black box. At the initialization, each process of each solver indi-
cates the part of the domain (more precisely, the points of the mesh)
that it is responsible for. This has many advantages: First, each
solver can run in parallel using its native parallelization scheme
(e.g., MPI or OpenMP). Furthermore, the preCICE library takes
care of matching the overlapping subdomains between each solver
and communicating the data accordingly. Finally, the two solvers
can be executed concurrently (parallel coupling in the preCICE ter-
minology) and synchronize automatically when data exchange is
needed. This approach addresses the main issues highlighted in our
previous works [47] and discussed in [3], namely the constraint
on the partition alignment and the requirement for inter-partition
inter-physics communication.

As a result, we obtain a parallel multi-physics coupled CFD-DEM
solver for theMidrex blast furnace that takes advantage of two types
of parallelisms [13]: With functional decomposition, XDEM and
OpenFOAM are executed concurrently, solving respectively the

particle phase and the fluid phase. With domain decomposition,
both XDEM and OpenFOAM are executed in parallel after partition-
ing their respective domain. In OpenFOAM, the global CFD mesh
is decomposed into smaller meshes that are distributed to comput-
ing nodes and are solved in parallel using MPI. On its side, XDEM
is based on a hybrid OpenMP+MPI approach [37] in which the
domain cell grid is decomposed and partitioned into subdomains
in order to balance the workload. The subdomains are distributed
to the processes and executed in parallel using MPI. Within each
process, a fine-grain parallelization takes place at the particle level
using OpenMP.

However, in this configuration, each solver runs in parallel and
its workload is partitioned using its native implementation. There
is no coordination for the partitioning of the two solvers that would
account for their relative workload and assign the computing re-
sources proportionally. Because of the synchronization occurring
between the solvers at every coupling timestep, the slower solver
will slow down the whole simulation. This is the focus of the next
section.

4 PERFORMANCE EVALUATION
For the performance evaluation, we consider a Midrex blast furnace
as depicted in Figure 2 with a total height of 32𝑚 and a maximum
diameter of 6.5𝑚. It features 4 gas inlets at the mid-height and 4
gas outlets at the top and the CFD mesh is composed of 133,559
cells. The furnace is filled with 485,336 porous spherical particles
with a radius between 4.5𝑐𝑚 and 7.5𝑐𝑚 and an internal chemical
composition of 12 solid and gaseous species. In order to reduce
the computational load, we use a scaling factor of 10 for the parti-
cles. This means that each simulated particle represents physical
particles 10 times smaller, and the thermodynamic state is solved
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accordingly. In addition, for the sake of this study, the particle mo-
tion was disabled to avoid changes in the workload distribution
over time.

For the software, we used OpenFOAM 7 (Git hash 3𝑏𝑐𝑏𝑎𝑓 9),
XDEM (Git hash 𝑑03𝑑01𝑓 ), and preCICE 2.5.0. The executions were
carried out on the Aion cluster of the University of Luxembourg1
which offers 354 computing nodes, each equipped with 256 GB of
memory and two processors AMD Epyc ROME 7H12 2.6 GHz for a
total of 128 cores per computing node. Executions were performed
with exclusive access to the computing nodes and processes were
bound to the computing cores using SLURM.

4.1 Individual Scalability of XDEM and
OpenFOAM

Wefirst study the scalability of each solver individually.We consider
the coupled simulation of the Midrex blast furnace, but we measure
only the time spent in each solver without including the synchro-
nization due to the coupling. For these executions, the processes of
XDEM and OpenFOAM are assigned to distinct computing nodes
with exclusive access (i.e., only XDEM processes or only Open-
FOAM processes on each node). We measure the average time over
500 iterations, and we report the results in Figure 8. With nearly
half a million particles and many chemical reactions taking place
within the particles, the workload in XDEM is significant. As a
result, XDEM displays good scalability with a computing time that
continuously decreases up to 512 cores (i.e., four computing nodes).
On the other hand, OpenFOAM shows a limited scalability, with a
best performance for 16 processes and a computing time that slowly
increases beyond that. This is due to the relatively small number of
cells in the CFD mesh that limits the workload per process.

For an execution on a single core (not shown in the figure), XDEM
requires an average of 41.2𝑠 per iteration, which is about 42 times
more than for OpenFOAM in sequential (0.98𝑠). This highlights the
significant difference in workload between the two solvers.

4.2 Scalability of coupled XDEM–OpenFOAM
We now focus on the behaviour of the coupled execution, and we
measure the coupled iteration time averaged over 500 iterations for
XDEM andOpenFOAM running on different set of computing nodes
as in the previous study. The coupled iteration time includes the data
exchange between the solvers and the synchronization that comes
with it. The results are shown in Figure 9. On the left (Figure 9a), the
coupled execution time decreases when more computing cores are
added to XDEM. This is true until XDEM ceases to be the dominant
solver. If OpenFOAM runs on a single core, its iteration time is
around 1𝑠 and there is no benefit in running XDEM on more than
128 cores in this case. On the right, Figure 9b shows the same
results from the other perspective, i.e., when increasing the number
of cores for OpenFOAM. Assigning more computing resources to
OpenFOAM does not reduce the iteration time while the XDEM is
the dominant solver. With 128 cores or more assigned to XDEM,
there is a benefit in running OpenFOAM in parallel on 2 or 4 cores.

These results show in practice the impact on the performance of
the coupling synchronization. The dominant solver is the bottleneck
and slows down the execution of the whole simulation. If more
1https://hpc-docs.uni.lu/systems/aion/

computing resources were to be added, they should be assigned to
the dominant solver unless it has already reached its performance
peak. However, it is important to notice that the dominant solver
can change with the newly assigned resources and that this has to
be re-evaluated if new cores have to be added again.

4.3 Complete Simulation of the Midrex Blast
Furnace

Finally, we leverage the results of our scalability studies to execute
the complete simulation of theMidrex Blast Furnace for 500 seconds.
In these executions, the processes of XDEM and OpenFOAM are
packed together to fit the defined number of computing nodes,
with all the OpenFOAM processes on the same node. In Figure 10,
we show the total execution time of the complete simulations at a
larger scale. For a given number of cores, we compare side-by-side
the time spent in each solver (bright colour) and the time spent
in the coupling communication and synchronization (light colour).
The different Figures, from left to right ( 10a, 10b and 10c), show
the performance of the coupled execution on 2, 4 and 8 computing
nodes respectively.

On the left, Figure 10a shows the results for 2 computing nodes
(256 cores) for an increasing number of cores assigned to Open-
FOAM (and a slightly decreasing number of cores assigned to
XDEM). We can see the switch of the workload between the solvers
and how the coupled execution performance is limited by the dom-
inant solver. We observe a similar trend with more computing
resources in Figures 10b (512 cores) and Figure 10c (1024 cores),
where the execution is dominated either by XDEM or OpenFOAM
depending on how many cores they are assigned. The execution
time increase of XDEM for the configurations (504+4) and (1016+8)
appears to be linked to an unfortunate leap of the load-imbalance
in the generated partitions for these specific configurations. This
assumption is confirmed by a measured increase of the synchro-
nization time between the XDEM processes at every timesteps.

Regarding the performance of the coupled execution, increasing
the number of resources used to solve the problem allows speeding
up the simulation if the cores are correctly distributed between the
solvers. In the presented results, the best configuration is achieved
with 1024 cores (for XDEM running on 1016 cores and OpenFOAM
running on 8 cores) and simulates 500 seconds of the Midrex blast
furnace in 1 hour and 45 minutes.

Finally, in Figure 10c, running the simulation with 1008 cores for
XDEM and 16 cores for OpenFOAM reduces the time spent in each
solver individually but it does not reduce the coupled simulation
time (in comparison to the 1016+8 configuration). This leads us
to believe that, at this scale, the data exchange and the coupling
synchronization between the solvers are becoming a bottleneck for
the performance of the coupled simulation with about 27% of the
total time.

5 CONCLUSION
In this work, we focused on the Midrex blast furnace which has
significant advantages in terms of energy efficiency and environ-
mental impact. We presented our modelling and implementation
based on XDEM (for the particle phases) and OpenFOAM (for the
fluid phase) coupled using the preCICE library. Our implementation
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Figure 9: Average iteration time of the coupled execution XDEM-OpenFOAM.

benefits from functional parallelism (the two solvers run concur-
rently) and decomposition parallelism (each solver runs in parallel
with its native domain decomposition method). More precisely,
XDEM relies on hybrid parallelization using MPI+OpenMPI and
OpenFOAM is parallelized with MPI.

A thorough performance evaluation has been carried out to study
the behaviour of the coupled system under varying numbers of
cores. In the best configuration, we achieved a coupled simulation
of 500 seconds of our Midrex blast furnace in 1 hour and 45 minutes
using 1024 cores.

Our work presents a detailed performance analysis of a com-
plex real-world application employing volume coupling, and pro-
vide a concrete report that can guide the design of multi-physics
load balancers. Our findings reveal a substantial work imbalance
between the CFD and DEM solvers. This underscores the chal-
lenges in effectively distributing computing resources among the
coupled solvers. Notably, each solver is partitioned independently
and balances only the workload of its own physics domain. The
load-balancing techniques currently employed fail to account for
multi-solver workloads.
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Figure 10: Execution time for the simulation of 500𝑠 of the Midrex Blast Furnace with coupled XDEM-OpenFOAM. The bright
colour represents the time actually spent in the solver and the light colour the time related to coupling communication and
synchronization.

We made a step forward for the simulation of complex industrial
processes with a multi-physics coupled CFD-DEM approach on
HPC platforms. There are many remaining challenges to be ad-
dressed for the simulation of a complete 3D blast furnace. Thanks
to the available computing resources, we will be able to refine our
model, in particular by reducing the scaling factor and enabling the
motion of particles. These improvements won’t be possible without
the development of advanced partitioning and load-balancing tech-
niques for coupled multi-physics problems, which should account
for the workload of each physics solver and also their dynamic
behaviour.
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