
C a t h o d e - R a y  T u b e  

The letters we have generated were drawn o~ a specific 
machine, the Stromberg.-Carlson 4020 microfilm printer. 
A. brief description of the SC 4020 will assist in using the 
rector letters with other machines. The SCC 4020 has two 
modes of operation. First, it can draw vectors, which can 
start at a w  raster point on its 1024 X 1024 grid and extend 
up to 64 grid spaces in either or both x and y directions. 
Secondly, it can produce a total of 64 different characters 
by shaping the electron beam with an appropriate nmsk 
in the cathode-ray tube. One character is a dot. This mode 
allows one to construct shapes using closely spaced dots, 
or any other available character, as building blocks. In 

the type fonts described here, only the vector *~iode ~>i 
operatior~, was used. Measurement of the widtt~ o:l i.i~, 
vector indicates that it is equal to 2.3 grid spaces. 'fi~ ... 
means that a character which is 23 grid spaces high t~a:~ :~ 
resoluti<~ of only 10 vector ~idths. 

Conclus ions  

The three fo~ts of letters presented here are the begi~ 
ning of a great variety of possible fonts and characte-> 
which will be numerically described and computer dra.~-;,~. 
The generality of the representation is clear from the ease 
with which the vectors can be adapted to other compu}-e>> 
and other cathode-ray tubes. We believe the fonts wi!! 
have great utility. 

A Grammar Base Question- 
Answering Procedure 

PETER S. ~OSENBAUM 
IBM Watson Research Center 
Yorktown Heights, N. Y. 

The subject of this paper is a procedure for the automatic 
retrieval of certain segments of stored information, either 
explicitly or implicitly represented, through questions posed 
in natural language sentences. This procedure makes use of a 
sentence recognition device for the class of grammars which 
will correctly decide between the grammatical and ungram- 
matical sentences of a natural language. It is possible to make 
use of a recognition device of this sort for the following rea- 
son: Much data is fully expressible as a set of sentences 
in a natural language, a set which can be exhaustively and 
exclusively generated by a grammar. Based upon the rules 
of this grammar, a sentence recognizer will evaluate sen- 
tences, questions in the normal situation. Since the recogni- 
tion function succeeds just in case the posed question is 
drawn from the set of sentences expressing the data, or, more 
correctly, is grammatical in terms of the grammar for this 
set of sentences, sentence recognition itself is a procedure for 
retrieving information. When the recognition function succeeds, 
its value represents the requested information. 

This work was partially supported by the Air Force Cambridge 
Research Laboratories under contract AF19 (628)-5127 
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1. I n t r o d u c t i o n  

Does the train which leaves from Croton at 4:10 for 
New York stop at  Yonkers? 

According to the Hudson Division Timetable of the ~k~w 
York Central Railroad, the answer to this questio~ is 
"yes." Establishing this timetable as the definitive d:d~.~ 
base, we may find it of interest to determine whether the 
answer to this question eat, be computed directly or ix,- 
directly from the input question itself. An initial assump. 
tion is made here that the syntactic analysis compot~ent oi 
such a question-answering procedure (a component which 
is generally agreed to be a necessary ingredient of questiom 
answering systems of more than marginal sophisticatio:~0 
is transformational in nature. This assumption requires 
that  sentences are assigned semantically interpretabt~ 
deep structures which are mapped onto surface structures 
through transformational processes. Since, of the gram- 
matical descriptions of English proposed and developed to 
date, only transformational grammars display even a par- 
tial capability of providing synonymous variants oi 
sentences with canonical representations (i.e., commo~ 
deep structures), the adoption of a transformational 
syntactic component seems justified. To illustrate synony- 
mous variants, one might cite the sentences below, sen- 
tences which are synonymous with the original sente~ec 
above but by no means exhausting the set of possibk' 
synonymous variants. 

Does the 4:10 train which leaves Croton for New 
York stop at Yonkers? 
Is it the case that,  leaving from Croton at 4:10, there 
is a train for New York which stops at  Yonkers? 
Does the 4:10 from Croton to New York make a stop 
at Yonkers? 

Most commonly, question-answering procedures have 
been contemplated in which the grammar and the datz 
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base are i~depe~<k:J~t and related by a procedure which 
translates the outp~tt of sy~tactic analysis into operations 
to be performed on tile data base. Such systems could be 
referred to as data base question-answering procedures. One 
can imagi~.e a somewhat different sort of question-answer- 
ing procedure in which, based upon deep structures as- 
signed to input sentences by a reeognition routine accept- 
ing a deseriptiveb adequate class of grammars, the data 
base itself is -the grammar. The purpose of the following 
sections is to sketch the saIient properties of such a pro- 
cedure, one which could be thought of as a grammar base 
q.ue.~tion-answering procedure. 

2. Deep S t ruc tu re  

The deep structure assigned to the interrogative sentence 

Does the train which leaves fl'om Croton at 4:10 for 
New York stop at Yonkers? 

by the most recent version of the IBM English Grammar 
[]] is very roughly the structure specified in Figure 1. 

The syntactic criteria which justify this structure can- 
not, because of time limitations, be elucidated here. Still, 
certMn general remarks will render this deep structure 
more informative than it is likely to appear at first glance. 
Notice, first, that the top level sentence, S~, consists of: 
(1) a subject, which is a noun phrase containing the syn- 
tactic material necessary to generate a string like "the 
train which leaves from Croton for New York at 4:10," 
(2) a predicate, which is a verb phrase interpretable as 
"stops at Yonkers," and (3) a constituent, Question, which 
marks the interrogative nature of the top level sentence. 

Consider now the structure of the subject of St ,  namely 
NP~. This noun phrase consists of a noun phrase head, 
"train," and a complement sentence interpretable as tile 
relative clause "which leaves from Croton for New York 
at 4: 10." The structure of the relative clause sentence, 
S~, is particularly important. This sentence consists of: 
(1) a subject, which is a complex noun phrase, and (2) a 
predicate interpretable as "at 4:10." The structure of the 
subject noun phrase gives rise to the interpretation im- 
plicit in the string " that  the train leaves from Croton for 
New York." This treatment allows the explanation of the 
synonymy of the two sentences below. 

The train leaves from Croton for New York at 4:10. 
I t  is at 4:10 that the train leaves from Croton for 
New York. 

Common to both sentences is a deep structure in which the 
subject noun phrase consists of a head noun "it" and a 
complement sentence "that the train leaves from Croton 
for New York." The first sentence results from a trans- 
formationM reduction of tiffs structure. The second results 
simply from the transformationM extraposition of the 
complement sentence. 

Finally, observe that the complement sentence, $3, 
originates as the conjunction of two sentences, $4 and $5. 
Aside from intuitive justification, there are many facts 

i P2 $2 V iP 

train Yonkers 
(+DEF) ( +at> 

NP~ VP 

N S 3 V N P  ! L 1 

N P  V P  N P  V P  

t r a i n  

V N P  V N P  
/ 

leJve C r ! t o n  t r  i n  le  ve  New Y o r k  
{ + f r o m )  ( + f o r )  

Fro. 1 

which lead to the conclusion that a sentence like "the train 
leaves from Croton for New York" originates as the con- 
junction of "the train leaves from Croton" and "the train 
leaves for New York." First, the compound sentence 

The train leaves from Croton and the train leaves for 
New York. 

exists and is synonymous with the reduced sentence below. 

The train leaves from Croton for New York. 

Second, the conjunction analysis would explain the free 
order of "from Croton" and "for New York." Third, such 
an analysis would allow restrictions obtMning between the 
verb "leave" and the phrases whose pro-forms are "from 
somewhere" and "to" or, equivalently, "for somewhere" 
to be stated simply as verb-object restrictions. 

Thus, we arrive at  an abstract deep structure which 
characterizes a number of important syntactic and seman- 
tic facts about the original sentence and many of its para- 
phrases. Although no transformational rules have been 
discussed, rules which generate surface structures based 
upon this deep structure nonetheless exist and can be ex- 
amined in the literature [1, 2]. 

3. Grammar  Base Quest ion-Answering  Procedure 

The grammar base question-answering procedure does 
not answer questions at all, strictly speaking. Rather, it 
determines whether there exists a sentence which consti- 
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lutes a correct answer to a question. In doing lhis, the 
grammar base procedure makes use of o~m ce~tral char- 
aeteristie of a transformationM grammar, namely, its 
ability to distinguish between the grammatical sequences 
of a particular natural language and the ungrammatieM 
sequences. 

A basic aim of linguistic analysis is to separate the 
grammatical sequences which are sentences of a language 
from the ungrammatieM sequences which are not sentences 
of the language. It, linguistic analysis, no grammaticM se- 
quence of a particular naturM language is precluded as 
evidence confirming or diseonfirmit~g, as the ease may be, 
various aspects of a proposed grammar. But it is important 
to be aware that the notion grammatical sentence holds 
equally well for a subset, either finite or infinite, of the 
sentences in a natural language. Herein lies the connection 
between natural language syntactic analysis and natural 
language question-answering. 

Imagine a language composed of the set of sentences A 
includiIlg sentence (1), all English paraphrases of (1), and 
no other sentences. The set A will contain, consequently, 
only interrogative sentences of the "yes-no" variety. 

Does the train which leaves from Croton at 4:10 (1) 
for New York stop at Yonkers? 

The notion grammatical scntence can be defined in terms of 
A such that all and only the sentences of A are grammati- 
cal. The grammar of A, therefore, will separate the sen- 
tences of A h'om those which are not sentences of A. The 
latter set will, of course, contain an infinite number of 
sequences which are grammatical sentences in flfll English, 
but this is immaterial. Suppose, now, that the value "yes" 
is consistently and uniquely associated with all members of 
A. Under such circumstances, the judgment "grammati- 
cal" supplied by the grammar of A for a particular sentence 
is equivalent to the value, or more appropriately, the 
answer "yes." It  is seen that a grammar which is capable 
of differentiating the sentences of A from those not of A 
is also capable, albeit indirectly, of supplying answers to 
the questions which make up the set A. Thus, answering 
the questions in A requires no mapping from the output 
of the grammatical analysis of an input sentence onto a 
data base since acceptance of the sentence as grammatieM 
implies that the answer to the question is "yes." In short, 
in the grammar base question-answering procedure the 
grammar, itself, is the data base. 

We point out here that the successful utilization of such 
a system in any serious application will require that the 
grammar assign eanonieM representations to all sets of 
sentences which are synonymous on a certain reading. Of 
practieal significance, therefore, is the fact that this re- 
quirement at present exceeds the capability of any avail- 
able linguistie description, the notable successes of trans- 
formational anMysis in this area notwithstanding. Indeed, 
Ctmmsky's [3] notion of "deep structure" itself has been 
Challenged [4] on the grounds that it does not provide the 
basis for a correct description of syrmnymy relations. 
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These considerations suggest) that, with the possible excep-. 
~ion of pilol~ developme~*t, the successful implemen{,~{,iotz 
of the grammar base question-answering proposal will be 
hampered by rather severe linguisl, ic limital;io~xs arid thab 
at, eft'oJ'{ ia computational research must be parMtel(:d by 
a commensurate effort in linguistic research. 

The grammar*eMily or ungrammaticMity of apart, icular 
deep structure, with respect to the grammar base question- 
answering procedure, is largely a function of what might 
loosely be called its sdectional well-formedrtess. T;his ,to*ion. 
is intended as ar~ evMuationM term reflec{;h~g facts like 
those which emerge upon consideration of the strings be- 
low. 

The professor smiled. 
• the collision smiled 

One aspect of a native speaker's linguistic knowledge of 
English is the knowledge that these two strings have a 
different status. Consequently, a grammaticM description 
claiming to explicate this knowledge must explicitly 
differentiate between these two strings and must, further- 
more, assign a degree of deviation, or ungrammatical**y, 
to the second string. In the most recent formulation of 
linguistic throw, [3] nouns, with*t1 a simple sentence, are 
said to exercise seleetional power over the mMn verb of the 
sentence. Thus, if the subject noun is human, (indicated 
by the binaw feature {+human}), the main verb node, V, 
is subeategorized as requiring a human subject. Further- 
more, individual lexieal items are specified, in part, in 
terms of their unique seleetionM properties. For example, 
the verb "smile" is lexically represented with the selec- 
tional j~ature ( +  (+human} _ _ _  }, which asserts that this 
verb is positively specified for its possibility of occurrence 
following a human subject. Such a selectionM mechanism 
is sufficiently rich to explain the difference between the 
two strings singled out above. For the first string, "the 
professor smiled," a human noun has subcategorized the 
verb node in the deep structure as requiring a human sub- 
ject and, moreover, the lexical item "smiled," which 
possesses exactly this seleetional property, was introduced 
into the deep structure under the domination of the verb 
node. On the other hand, for the string " . the collision 
smiled," the verb is subcategorized as taking an abstract 
subject. Since the subcategorization imposed by the sub- 
ject noun conflicts with the seleetional properties specify- 
ing the privileges of occurrence of the lexieal item "smiled," 
this string is, predictably, seleetionally ill4ormed) 

The seleetional mechanism is the critical component of 
the grammar base question-answering procedure. Col,- 
sider again the grammar of A. This grammar will have au 
associated lexicon in which the seleetional properties of 
verbs, and of predicates generally, with respect to the 
grammatical sentences of A will be fully specified. The 
lexicon for A -will contain basically two entries for the verb 
"leave." The first entry will stipulate that a possible object 

~This  presentation of the selectional mechanism is necessarily 
much oversimplified. For a more detailed discussion see [3]. 
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noun of this verb is one specified as (+Croton) (+from}; 
the second entry will stipulate a possible object as (+New 
York} (+for}. The subject for both verbs would be speci- 
fied as (q-trail1}. Any interrogative sentence, such as 

Do trains leave from Croton? 

which, reduces to a deep structure in which the selectional 
properties oi the verb agree with the subeategorization 
imposed by the subject and object nouns will be selec- 
tionaHy well-formed, the consequence of which is the 
ai~swer "yes." Sentences, such as 

Do trains leave from Armonk? 
Do buses leave from Croton? 

will reduce to a deep structure in which the properties of 
"leave" conflict with the subcategorization imposed by the 
subject and object nouns. Such deep structures, from the 
point of view of the grammar of A, will be selectionally ill- 
formed, the consequence of which is some appropriate 
answer other than "yes," (e.g., "no," "I don't know," 
etc.). 

Selectional well-formedness, in the sense of this dis- 
cussion, must be deternfined recursively, a fact which has 
bearing both on the operation of the system and on the 
structure of the lexicon. For illustrative purposes, con- 
sider the sentence 

Does a train from Croton stop at Yonkers? 

which has roughly the deep structure given in Figure 2. 
In earlier examples, the subcategorization of predicates 
was specified fully in terms of the simple sentence in which 
the predicates occurred. For example, for the sentence 

The boy smiled. 

the subcategorization is entirely a function of the in- 
herent properties of the subject noun, "boy." However, 
this does not appear to be the case in Figure 2, since the 
subject noun "train" is not sufficiently specified to sub- 
categorize the predicate "stop" correctly. The lexical 
entry for "stop" must specify as a possible subject just 
that train which leaves fl'om Croton. 

The content of embedded sentences is thus seen to be 
relevant to the subcategorization of verb nodes in higher 
sentences. Even given a highly circumscribed data base, 
this circumstance creates enormous lexical complications 
since it is no longer possible to state the privileges of oc- 
currence of verbs simply in terms of the nouns which 
surround them locally. Now it appears necessary to state, 
in the lexicon, the occurrence of verbs with respect to 
sentences embedded in the subject and object noun phrases 
and, even worse, with respect to sentences embedded in 
these sentences and so on and on and on. The inclusion of 
syntactic structure in lexical entries is not only a nmjor 
complication from the practical point of view; it fails to 
capture an important generalization, namely, that it is 
the semantic content, if you will, of such embedded sen- 
tences and not the syntactic content which is relevant to 
stating privileges of occurrence. Nonetheless, we seem to 

Question NP 

train V N 

le!ve CrJton 
( +from } 

•V1 ~ 

/ k  
V NP 

t l stop Yonkers 
( +at } 

Fm. 2 

be forced to the regrettable conclusion that syntactic struc- 
ture, for embedded sentences, must be included in lexical 
entries. (It is scarcely necessary to mention here the fact 
that such a degeneralization of the grammar will have 
commensurate effects upon the operation of the recogni- 
tion procedure which, in determining selectional well- 
formedness, will have to process trees rather than strings.) 

Several observations lead to an interesting resolution of 
the problem of recursion. First, as previously mentioned, 
the subcategorization of the predicate "stop" is in part 
determined by the relative clause embedded in the subject 
noun phrase. Second, consider the fact that the relative 
clause itself is fully represented by the lexical entry for 
"leave." This follows from the fact that the selectional 
well-formedness of the relative clause implies the existence 
of a lexical entry for "leave" which allows "train" as a 
subject and "from Croton" as an object. Thus, the entire 
relative clause is uniquely represented by the lexical entry 
for the verb "leave" in that relative clause. In a very real 
sense, it appears that the entire sentences are representable 
as words (i.e., lexical entries). Since all Iexical entries will 
be distinct (to the extent that they are not synonymous), 
the content of a lexical entry can be abbreviated by some 
inherent feature, let us say an integer. The following lexi- 
cal entries are illustrative. 

leave: [-(+V) ] 
[(+ (+trainl (+Croton)) 

leave: 
L (+32) (+from) 

(+V> 
(+ (+train) (+for)(+New York))] 

L(+41) ] 
The effect of representing embedded sentences as dis- 

tinct lexical entries becomes clear when it is observed that 
the privileges of occurrence for the verb "stop" in Figure 2 
can now be stated without including the constituent struc- 
ture of the relative clause in the lexical entry itself. The 
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S 1 

/ / 
Question N P  VP 

train N P  VP s top Y onker s 
(+32) I ~ (+at) 

train V N 

leaves CJton 
(+3Z) < +from} 

Fro. 3 

subject of "stop" must  simply be a noun with the feature 
(+32), as is represented in the following lexical entry. 

stop: [-(+ V) 
1(+ (+32> (-kYonkers)) 1 

L(+96) (+at> J 

The only question remaining concerns how the feature 
<-t-32) on the verb in the embedded sentence is generated 
on the head noun "train" appearing in the top level sen~ 
tence as the subject of "stop." 

Imagine a procedure for determining the seleetional 
well-formedness of deep structures in a cyclic fashion, that 
is, a procedure which analyzes deep structures sequentially 
beginning with the most embedded sentence (or sentences) 
arid proceeding higher until the highest sentence, the non- 
embedded sentence, is processed. Suppose, furthermore, 
that this procedure consists of two operations. The first 
compares the subeategorization requirements with the 
selectional properties of the predicate. If the sentence is 
selectionally well-formed, the second operation assigns the 
defining feature of the predicate, e.g., (+32) in the proc- 
essing of the relative clause of Figure 2, to the head noun 
of the noun phrase in which the embedded sentence ap- 
pears. Thus, the first cycle of operations to the structure 
in Figure 2 generates the structure given in Figure 3. The 
second cycle of operations now tests the seleetional well- 
formedness of the highest sentence, S~. Since there exists 
a lexieal entry for "s top"  which allows a subject noun with 
the feature <+32) and an object noun with the features 
(+Yonkers) (+a t ) ,  the sentence will be evaluated as selec- 
tionally well-formed. 

Customarily, interrogative sentences are classified either 
as yes-no questions or a WH questions, a distinction illus- 
trated by the two sentences below. 

Does a train f rom Croton leave for New York at 4:107 
When do trains leave from Croton for New York? 

WH questions, as is seen, constitute a request for the selee- 
tional properties of particular predicates. Recall, for ex- 
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ampb, lhat ir~ the language given by lhe ~ut~:~e/. of scm~ 
fences A, the verb "leave" has, as or~e of its possible ob- 
jects, a noun with the features <+Croton} (+from.> ill'Ires 
the query 

Where do trains leave from? 

amomtts to a request for the specification of the passible 
objects of "leave" marked (+from}, which, of course, are 
given in the lexieal entry for "leave." For A, this query 
would receive the answer "Croton" and or~ly "Crotom" 

Basically, the development of a grammar base questi<m. 
answering system requires the construction of: (1) a gram 
mar for the appropriate data base and (2) a recognition 
routine. The grammar must contain a transformatio~ml 
component and a lexicon. Inasmuch as there are no k~*own 
discovery procedures for tranformational grammars, the 
grammar must be developed "by hand," as it were, a l  
though computational aids in the form of sentertce synthe- 
sizers which test the generative adequacy of the grammar 
will certainly facilitate the process. 2 The lexicon, on the 
other hand, can, in lane measure, be generated auto- 
matieally on the assumption that the reeognitio~t device 
will interpret a declarative sentence as a lexieal update in- 
struction rather than as a query. For example, take the 
sentence 

Trains leave from Croton. 

The recognition device generates a deep structure. This 
deep structure, similar to the embedded sentence in Figure 
2, determines a subcategorization for the verb "leave." A 
lexical entry is automatically constructed in accordance 
with this subeategorization. If the new entry is distinct 
from all other entries in the lexicon, it is assigned an in- 
teger feature, e.g., (+32), and entered in the lexicon. If it is 
not distinct, the entry is synonymous with an Mready 
present entry and, consequently, ignored. Correspondingly, 
entries are deleted from the lexicon simply by supplying 
the system with the appropriate declarative negative 
sentence, e.g., "Trains do not leave from Croton." The 
recognition routine itself for the grammar base question- 
answering system (1) must be capable of generating deep 
structures for grammatical surface structures and (2) must 
be capable of evaluating selectional well-formedness in the 
cyclic fashion suggested above. 

4. C o n c l u s i o n  

The grammar base question-answeri~g procedure pro- 
posed in the preceding discussion fits into the following 
paradigm. 

Question > ~ c  Deep S t ruc tu re  > ![ SelectionalAnalysts ]1 A n s w e r  ~ 
! 

I 
Sentence Recognit ion 

Such a synthesizer was developed at IBM to evaluate the core 
grammar referred to in [2] and is described in [5]. 
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Si[~ce the system under discussion is not yet an operating 
system, it is somewhat difficult to determine its potenti- 
alities. Still, certain of its more general characteristics can 
be enumerated. 

1. The system will accept complex (i.e., embeddings) 
and compound (i.e., conjoined) input sentences. 

2. The system will accept sentences with many-place 
predicates (which are reduced to one or at most 
two-place predicates in deep structures). 

3. The lexicon can be developed and altered auto- 
matieally through submission of English sen- 
tences to the system with minimal regard to 
format. 

4. It should be possible to update and indefinitely 
extend the grammar without any reprogram- 
ming of the recognition routine. 

5. The number of relations, i.e., predicates, which 
the system will accept is probably unlimited. 
The class of relations is undoubtedly restricted, 
but such restrictions stem more, in all likeli- 
hood, from the paucity of confirmed results in 
linguistic analysis than from a deficiency in the 
system. 

6. The system will require a lexicon which is ex- 
tremely large relative to the size of the for- 
matted data base upon which the system is 
based. 

The grammar base question-answering system is not 
proposed as a cure-all for any or all of the practical prob- 
lems which confront those researchers currently involved 
in the development of question-answering systems for 
production purposes. Such systems, if sufficiently limited, 
can no doubt make do with a linguistic analysis routine 
which is considerably less sophisticated than the one pro- 
posed here and, for various reasons, the use of less power- 
ful routines is probably well advised. However, discussions 
of artificial limitation of a natural language must proceed 
largely in a vacuum at the present since virtually nothing is 
known either about the intuitive linguistic preferences of a 
speaker confronted with a question-asking assignment 
with respect to a given data base or about the learnability 
of subsets purporting to be based upon a grammar de- 
scribing synonymy relations within such subsets. On the 
latter, see [6]. 

Nor is the proposed system being promoted as the only 
possible system for answering questions on the basis of a 
transformational analysis of sentences. One can easily 
imagine a more conventional data base question-answer- 
ing system in which the data base is kept distinct from the 
grammar and which requires procedures for mapping deep 
structures onto this data base for the purpose of getting 
an answer. Rather, the pl, oposM under discussion should 
be viewed as a promising unique approach for the general 
problem of question-answering possessing unusual design 

features which are directly a consequence of linguistic 
descriptions developed in accordance with the transforma- 
tional theory of syntax. As such, it is should be of general 
interest to explore the characteristics of the system and its 
potentialities further, with respect both to pilot applica- 
tions and to advanced linguistic research in abstract syn- 
tax. Such an attempt will bring to light a number of funda- 
mental questions which are neither answered or even 
raised in the present paper. Illustrative of these are the 
following: First, how are negative bits of inform.&tion to be 
handled? For example, if a train stops at Yonkers every 
day except Sunday, how Mll this information be incorpo- 
rated into the system? Second, how will attributive rela- 
tionships be treated? In the sentence," Iron is a metal," 
should it be assumed that "be" is a verb with seleetional 
restrictions pairing "iron" with "metal" as subject and ob- 
ject or will "iron" be entered in the lexicon with a property 
list and "be" be interpreted as an instruction to scan the 
property list? Third, how are relevant questions to be dis- 
tinguished from irrelevant questions? In other words, what 
determines when the system answers "no" and when it 
answers, in effect, "I don't know"? Questions such as these 
are current research topics and the answers to them, at 
the time of writing, are too sketchy and inconclusive 
to elaborate. Suffice it for the present that studies of the 
problems of questiotl-answering inherent to the gram- 
mar base question-answering procedure are currently be- 
ing undertaken. A detailed evaluation of the system's 
merits and liabilities can be expected in the future. 
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