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Cooley and Tukey have proposed a fast algorithm for computing the complex Fourier transform

$$
x_{j}=\sum_{k=0}^{n-1} \alpha_{k} \exp (i 2 \pi j k / n) \quad \text { for } j=0,1, \cdots, n-1
$$

and have shown major time savings in using it to compute large transforms on a digital computer. With $n$ a power of two, computing time for this algorithm is proportional to $n \log _{2} n$, a major improvement over other methods with computing time proportional to $n^{2}$. In this paper, the fast Fourier transform algorithm is briefly reviewed and fast difference equation methods for accurately computing the needed trigonometric function values are given. The problem of computing a large Fourier transform on a system with virtual memory is considered, and a solution is proposed. This method has been used to compute complex Fourier transforms of size $n=2^{16}$ on a computer with $2^{15}$ words of core storage; this exceeds by a factor of eight the maximum radix two transform size with fixed allocation of this amount of core storage. The method has also been used to compute large mixed radix transforms. A scaling plan for computing the fast Fourier transform with fixed-point arithmetic is also given.

## Introduction

The transformation of a time series to an amplitude spectrum, or in other words to a set of Fourier series coefficients, is a familiar task for a digital computer. Also, the inverse operation of evaluating a Fourier series is a similarly common task performed. Given a real sequence $\left\{x_{j}\right\}$

[^0]for $j=0,1, \cdots n-1$, with $n$ even, the Fourier cosine and sine coefficients, respectively can be represented as
\[

$$
\begin{aligned}
& a_{k}=\frac{2}{n} \sum_{j=0}^{n-1} x_{j} \cos (2 \pi j k / n) \quad \text { for } k=0,1, \cdots, n / 2 \\
& b_{k}=\frac{2}{n} \sum_{j=0}^{n-1} x_{j} \sin (2 \pi j k / n) \quad \text { for } k=1,2, \cdots, n / 2-1
\end{aligned}
$$
\]

The original sequence can be recovered by the inverse relationship

$$
\begin{aligned}
x_{j}=\frac{a_{0}}{2} \sum_{k=1}^{n / 2-1}\left[a_{k}\right. & \left.\cos (2 \pi j k / n)+b_{k} \sin (2 \pi j k / n)\right] \\
& +\frac{a_{n / 2}}{2} \cos (\pi j) \text { for } j=0,1, \cdots, n-1 .
\end{aligned}
$$

A proof of this relationship can be found in any standard text on the subject, for example, Hamming [1]. Hamming also describes Goertzel's method [2] for computing the Fourier coefficients, a method in which $\cos (2 \pi j k / n)$ and $\sin (2 \pi j k / n)$ are computed by a multiple angle formula embedded in the summation to evaluate each pair $a_{k}, b_{k}$ of coefficients. The method can also be adapted for Fourier series evaluation. The Goertzel algorithm is among the fastest methods in general use before the fast transform, but computing time increases as $n^{2}$ and roundoff errors grow rapidly with $n$.

The Cooley-Tukey fast Fourier transform algorithm is, except when $n$ is a prime number, considerably faster and more accurate than the Goertzel method when compared on the same computer. This algorithm was preceded by several others of comparable efficiency, but less generality [3]. Danielson and Lanczos [4] showed how to compute a transform of dimension $2 n$ with only slightly more than double the number of operations for a transform of length $n$ and proposed using a sequence of doublings to compute larger transforms. Although their work was oriented toward simplified hand calculation of the coefficients of a real Fourier series, Rudnick [5] has reported use of the method on a digital computer. The fast Fourier transform for complex-valued (and multivariate) data was first formulated by Good [6], apparently without knowledge of the previous work of Danielson and Lanczos. In Good's solution, there remained one important limitation: in computing single-variate transforms, $n$ was decomposed into mutually prime factors. Thus $n=36$ could be factored as $4 \times 9$, but not $2 \times 2 \times 3 \times 3$. Cooley and Tukey
[7] generalized Good's algorithm to allow arbitrary factorization of the dimension of a single-variate transform. Their report of dramatic time savings has stimulated widespread interest in the fast Fourier transform.

The Cooley-Tukey fast Fourier transform algorithm can be used with any value of $n$, and the required number of arithmetic operations is proportional to $n$ times the sum of the factors of $n$. The case of $n=2^{m}$ is of special interest because of the ease of programming and is sufficiently general for most applications in which the user is free to choose $n$. Computing time for $n$ a power of two increases as

$$
n \log _{2} n=n m
$$

and roundoff errors increase slowly. Even for small $n$, this algorithm is faster and more accurate than previous methods, and it permits solution of large problems that would before have required an impractical amount of computing time.

In this paper, we consider several topics related to the fast Fourier transform. Reviewed first is the fast transform algorithm for $n$ a power of two, giving shortcuts for computing the needed trigonometric function values, and showing a convenient method of transforming realvalued data. We then consider computing the fast transform on a system with virtual memory and rearrange the transform steps to reduce the number of memory overlay operations. The approach given is applicable to the mixed radix transform as well as the radix two transform. A scaling plan for computing the fast transform with fixedpoint arithmetic is also given.
$i$ represents the imaginary unit $\sqrt{-1}$. In matrix nota. tion, we can represent this transformation by

$$
x=T \alpha
$$

where $T$ is the $n \times n$ matrix of complex-valued exponentials

$$
\begin{aligned}
t_{j k}= & \exp (i 2 \pi j k / n) \\
= & \cos (2 \pi j k / n)+i \sin (2 \pi j k / n) \\
& \quad \text { for } j, k=0,1, \cdots, n-1 .
\end{aligned}
$$

The inverse transform

$$
\begin{aligned}
& \alpha_{k}=\frac{1}{n} \sum_{j=0}^{n-1} x_{j} \exp (-i 2 \pi j k / n) \\
& \quad \text { for } k=0,1, \cdots, n-1
\end{aligned}
$$

can similarly be represented by

$$
\alpha=\frac{1}{n} T^{*} x,
$$

where $T^{*}$ is the complex conjugate of $T$; i.e.,

$$
\begin{aligned}
t_{j k}^{*} & =\exp (-i 2 \pi j k / n) \\
& =\cos (2 \pi j k / n)-i \sin (2 \pi j k / n) \\
& \quad \text { for } j, k=0,1, \cdots, n-1 .
\end{aligned}
$$

The matrices $T$ and $T^{*}$ have the relation

$$
T T^{*}=T^{*} T=n I
$$

where $I$ is the $n \times n$ identity matrix. ${ }^{1}$

| $\alpha_{0}$ | $\alpha_{0}+\alpha_{4}$ | $\left(\alpha_{0}+\alpha_{4}\right)+\left(\alpha_{2}+\alpha_{6}\right)$ | $\left[\left(\alpha_{0}+\alpha_{4}\right)+\left(\alpha_{2}+\alpha_{6}\right)\right]+\left[\left(\alpha_{1}+\alpha_{5}\right)+\left(\alpha_{3}+\alpha_{7}\right)\right]$ | $=x_{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha_{1}$ | $\alpha_{1}+\alpha_{5}$ | $\left(\alpha_{1}+\alpha_{5}\right)+\left(\alpha_{3}+\alpha_{7}\right)$ | $\left[\left(\alpha_{0}+\alpha_{4}\right)+\left(\alpha_{2}+\alpha_{6}\right)\right]-\left[\left(\alpha_{1}+\alpha_{5}\right)+\left(\alpha_{3}+\alpha_{7}\right)\right]$ | $=x_{4}$ |
| $\alpha_{2}$ | $\alpha_{2}+\alpha_{6}$ | $\left(\alpha_{0}+\alpha_{4}\right)-\left(\alpha_{2}+\alpha_{6}\right)$ | $\left[\left(\alpha_{0}+\alpha_{4}\right)-\left(\alpha_{2}+\alpha_{6}\right)\right]+c^{2}\left[\left(\alpha_{1}+\alpha_{5}\right)-\left(\alpha_{3}+\alpha_{7}\right)\right]$ | $=x_{2}$ |
| $\alpha_{3}$ | $\alpha_{3}+\alpha_{7}$ | $\left(\alpha_{1}+\alpha_{5}\right)-\left(\alpha_{3}+\alpha_{7}\right)$ | $\left[\left(\alpha_{0}+\alpha_{4}\right)-\left(\alpha_{2}+\alpha_{6}\right)\right]-c^{2}\left[\left(\alpha_{1}+\alpha_{5}\right)-\left(\alpha_{3}+\alpha_{7}\right)\right]$ | $x_{0}$ |
| $\alpha_{4}$ | $\alpha_{0}-\alpha_{4}$ | $\left(\alpha_{0}-\alpha_{4}\right)+c^{2}\left(\alpha_{2}-\alpha_{6}\right)$ | $\left[\left(\alpha_{0}-\alpha_{4}\right)+c^{2}\left(\alpha_{2}-\alpha_{6}\right)\right]+c^{1}\left[\left(\alpha_{1}-\alpha_{5}\right)+c^{2}\left(\alpha_{3}-\alpha_{7}\right)\right]$ | $x_{1}$ |
| $\alpha_{5}$ | $\alpha_{1}-\alpha_{5}$ | $\left(\alpha_{1}-\alpha_{5}\right)+c^{2}\left(\alpha_{3}-\alpha_{7}\right)$ | $\left[\left(\alpha_{0}-\alpha_{4}\right)+c^{2}\left(\alpha_{2}-\alpha_{6}\right)\right]-c^{1}\left[\left(\alpha_{1}-\alpha_{5}\right)+c^{2}\left(\alpha_{3}-\alpha_{7}\right)\right]$ |  |
|  | $\alpha_{2}-\alpha_{6}$ | $\left(\alpha_{0}-\alpha_{4}\right)-c^{2}\left(\alpha_{2}-\alpha_{6}\right)$ | $\left[\left(\alpha_{0}-\alpha_{4}\right)-c^{2}\left(\alpha_{2}-\alpha_{6}\right)\right]+c^{3}\left[\left(\alpha_{1}-\alpha_{5}\right)-c^{2}\left(\alpha_{3}-\alpha_{7}\right)\right]$ |  |
|  | $\alpha_{3}-\alpha_{7}$ | $\left(\alpha_{1}-\alpha_{5}\right)-c^{2}\left(\alpha_{3}-\alpha_{7}\right)$ | $\left[\left(\alpha_{0}-\alpha_{4}\right)-c^{2}\left(\alpha_{2}-\alpha_{6}\right)\right]-c^{3}\left[\left(\alpha_{1}-\alpha_{5}\right)-c^{2}\left(\alpha_{3}-\alpha_{7}\right)\right]$ | $=x_{7}$ |

Fig. 1. Example of fast Fourier transform algorithm for $n=8$

## The Fast Fourier Transform

The fast Fourier transform algorithm is a method of computing the finite complex Fourier transform

$$
x_{j}=\sum_{k=0}^{n-1} \alpha_{k} \exp (i 2 \pi j k / n) \quad \text { for } j=0,1, \cdots, n-1
$$

where $\alpha$ and $x$ are complex-valued vectors of length $n$, and

If $n$ has $m$ factors $n_{1}, n_{2}, \cdots n_{m}$, where $n=\prod_{j} n_{j}$, the Cooley-Tukey fast transform algorithm decomposes the transformation $T$ into the product of $m$ elementary

[^1]transformations, followed by a permutation $P$ of the result. ${ }^{2}$ In matrix notation, $T$ can be represented by
\[

$$
\begin{aligned}
T & =P S \\
& =P S_{m} S_{n-1} \cdots S_{2} S_{1}
\end{aligned}
$$
\]

Each step $S_{i}$ is in turn composed of $n / n_{j}$ transforms of dimension $n_{j}$. Since the number of arithmetic operations for a transform of dimension $n_{j}$ is of the order of $n_{j}{ }^{2}$, the total number of operations for the transformation $S$ is of the order of $n \sum_{j} n_{j}$. The permutation $P$ adds comparatively few additional operations.

Consider now the case $n=2^{m}$. Each step $S_{j}$ consists of computing $n / 2$ transforms of dimension 2 . In the transformation $S_{1}$, pairs of elements $n / 2$ apart in the complex data vector are transformed. In $S_{2}$, pairs of elements $n / 2$ apart in the upper and lower halves of the data vector are selected. In $S_{3}$, pairs of elements $n / 4$ apart within each quarter of the data vector are selected, and so on until pairs of adjacent elements are selected in the transformation $S_{m}$. These steps are illustrated in Figure 1 for $n=8$. We defer for the moment discussion of the sequence of exponential multipliers used and consider first the permutation $P$ of the transform result.

To bring the results into normal binary order, we must interchange pairs of entries according to the following rule: We represent an index $j$ as

$$
j=j_{m-1} 2^{m-1}+j_{m-2} 2^{m-2}+\cdots+j_{1} 2^{1}+j_{0}
$$

and associate with it the reverse binary representation

$$
r_{j}=j_{0} 2^{m-1}+j_{1} 2^{m-2}+\cdots+j_{m-2} 2^{1}+j_{m-1}
$$

if $r_{j}>j$, we interchange entries $r_{j}$ and $j$. Note that if $r_{j}=j$, as is true, for example, for $j=0, n-1, n / 2-2$, $n / 2+1, \cdots$, the $j$ th entry remains fixed. The permutation matrix $P$ of this interchange is symmetric and $P P=I$, i.e., permuting twice gives an identity permutation. Thus, a computing procedure for permuting from reverse binary to normal order can also be used for permuting data from normal to reverse binary order.

In computing the fast Fourier transform, we can alternatively permute the data first, then compute the transform. Thus

$$
\begin{aligned}
\alpha & =T x=P S x \\
& =(P S P) P x \\
& =\left(P S_{m} P\right)\left(P S_{m-1} P\right), \cdots,\left(P S_{1} P\right) P x
\end{aligned}
$$

Whereas in $S_{j}$, we selected pairs of elements $2^{m-j}$ apart, in $\left(P S_{j} P\right)$, we select pairs $2^{j-1}$ apart. Thus in $\left(P S_{1} P\right)$, we select adjacent pairs of data elements and in $P S_{m} P$ we select pairs of elements $n / 2$ apart. In some applications,

[^2]we will wish to have computing procedures for both transformations $S$ and ( $P S P$ ) to avoid the need for permutation. We can then transform a data vector with $S$, modify the result, and transform back with ( $P S^{*} P$ ).

In computing the radix 2 transform in place, the schedule of pairs of data elements used depends on the original ordering of the data. If the data are in normal order, we start with pairs $n / 2$ apart in the first step and end with adjacent pairs in the last step; the result is left in reverse binary order. If the data are in reverse binary order, we start with adjacent pairs in the first step and end with pairs $n / 2$ apart in the last step; the result is then in normal order.

We now consider the sequence of complex exponential multipliers used in the radix 2 transform, ${ }^{3}$ or, equivalently, the required sequence of pairs of sine and cosine values. The example in Figure 1 is based on the form of the fast transform algorithm proposed by Cooley and Tukey [7]. If we consider the $n=16$ case, the required multiples of $2 \pi / 16$, if we take the eight pairs of data elements in order according to the lower index member of each pair, are:

$$
\begin{array}{ll}
0,0,0,0,0,0,0,0 & \text { 1st step } \\
0,0,0,0,4,4,4,4 & \text { 2nd step } \\
0,0,4,4,2,2,6,6 & \text { 3rd step } \\
0,4,2,6,1,5,3,7 & \text { 4th step. }
\end{array}
$$

We note that if the data elements are indexed in normal order, the trigonometric function values are used in reverse binary order. For the corresponding transform $(P S P)$ with the data originally in reverse binary order, the required multiples of $2 \pi / 16$ are:

$$
\begin{array}{ll}
0,0,0,0,0,0,0,0 & \text { 1st step } \\
0,4,0,4,0,4,0,4 & \text { 2nd step } \\
0,2,4,6,0,2,4,6 & \text { 3rd step } \\
0,1,2,3,4,5,6,7 & \text { 4th step. }
\end{array}
$$

In this case, trigonometric function values can be generated in normal sequence as needed. However, for efficient use of these values, we need to step through the data array more than once in all but the first and last steps. This can be a disadvantage if we are using a computing system allowing automatic overlay of data storage.

We can invert the transformation $S$ by using the transformation $1 / n\left(P S^{*} P\right)$, since

$$
I=\frac{1}{n} T^{*} T=\frac{1}{n}\left(P S^{*}\right)(P S)=\frac{1}{n}\left(P S^{*} P\right) S
$$

[^3]Alternatively, we can express the inverse as:

$$
S^{-1}=S_{1}^{-1} S_{2}^{-1} \cdots S_{m}^{-1}
$$

the product of the inverses of the $m$ steps $S_{j}$ in the transform S. Considering an elementary dimension 2 transform

$$
\begin{aligned}
& y_{j}=x_{i}+x_{k} \exp (i \theta) \\
& y_{k}=x_{j}-x_{k} \exp (i \theta)
\end{aligned}
$$

in $S$, we see that its inverse is

$$
\begin{aligned}
x_{j} & =\frac{1}{2}\left(y_{j}+y_{k}\right) \\
x_{k} & =\frac{1}{2}\left(y_{j}-y_{k}\right) \exp (-i \theta) .
\end{aligned}
$$

Using this modified arithmetic, we can backtrack through the steps of transform $S$. Considering again the first $n=16$ example above, we now use the trigonometric function sequence of the 4 th step, the 3rd step, the 2 nd step, then finally the 1 st step.

Similarly if our data are in normal order, we can backtrack through the steps of the transform (PSP). Considering the second $n=16$ example above, we now use the trigonometric function sequence of the 4th step, the 3 rd step, the 2 nd step, and finally the 1 st step. Sande [8] has proposed using this organization of the fast transform and points to the advantage of using the trigonometric function values in normal order.

The author has coded Algol radix 2 transforms based on the (PSP) ${ }^{-1}$ organization for data in normal order and based on the (PSP) organization for data in reverse binary order [9] for use on a system with fixed memory allocation. The $S$ and $S^{-1}$ organizations are used in a later section of this paper as the basis of a method to be used on a computer system with memory overlay; the advantage of being able to use each pair of trigonometric values on a single sequence of consecutive data points outweighs the disadvantage of generating them in reverse binary order.

## Computing Trigonometric Function Values

Counting one sine and cosine value for each $2 \times 2$ transform, the fast Fourier transform of $n=2^{m}$ data points requires nearly $2 n$ trigonometric function values. In most methods of computing the fast transform, we can reduce this number to $n$ by using the relations:

$$
\begin{aligned}
& \cos \left(\frac{\pi}{2}+\theta\right)=-\sin (\theta) \\
& \sin \left(\frac{\pi}{2}+\theta\right)=\cos (\theta)
\end{aligned}
$$

We may further reduce the number to $n / 2$ by using similar relations for the angles $\pi / 2-\theta$ and $\pi-\theta$. If we complete each of the $m$ transform steps before going on to the next, further reduction in the number of trigonometric values requires storing some values for later use.

If sufficient high speed storage is available, we can table the values

$$
\sin (2 \pi j / n) \quad \text { for } j=0,1, \cdots, n / 4
$$

| Number of extrapolations | First method |  | $\begin{aligned} & \text { Second method } \\ & 10 \mathrm{x} \text { ? } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\cos \pi / 2$ | $1-\sin \pi / 2$ | $\cos \pi / 2$ | 1-sin $\pi / 2$ |
| $2^{4}$ | 0 | 0 | $-5.91$ | 0 |
| $2^{5}$ | $-11.60$ | 3.64 | 0.68 | 0 |
| $2^{6}$ | 6.59 | $-29.10$ | $-13.87$ | 0 |
| $2^{7}$ | $-14.81$ | 0 | -8.44 | 0 |
| $2^{8}$ | -0.91 | $-14.55$ | $-11.60$ | 0 |
| $2^{9}$ | $-5.74$ | 0 | $-21.00$ | 0 |
| $2^{10}$ | -1.62 | 1.82 | 16.79 | 5.46 |
| $2^{11}$ | -14.41 | -29.10 | -60.25 | $-14.55$ |
| $2^{12}$ | 114.18 | 34.56 | 88.36 | 12.73 |
| $2^{13}$ | 31.61 | 1.82 | $-2.38$ | 0 |
| $2^{14}$ | -3.91 | 23.65 | 53.18 | 9.09 |
| $2^{15}$ | 243.07 | -494.77 | -0.62 | 0 |
| $2^{16}$ | 127.04 | $-29.10$ | 119.22 | 14.55 |
| $2^{17}$ | -60.92 | 50.93 | 149.99 | 1.82 |

this table contains all of the values needed in the transform computation. The entries can be quickly filled in by a binary process. We first enter the values for $0, \pi / 4$, and $\pi / 2$. On the next step, the values for $\pi / 8$ and $3 \pi / 8$ are computed, using the relation

$$
\sin ((k+1) \theta)=\frac{\sin (k \theta)+\sin ((k+2) \theta)}{2 \cos \theta}
$$

where $\theta=\pi / 8$. At each succeeding step the number of values is doubled until the table is complete. If the values are used in reverse binary sequence in computing the fast transform the table may then be permuted for convenience in indexing.

Another approach is to generate the trigonometric function values for successive multiples of $2 \pi / n$ by difference equation. Since we extrapolate from initial values, care in selecting a method is needed. We show two methods that give satisfactory accuracy. In the first, we generate cosine and sine values as independent sequences, using the second difference relations

$$
\begin{aligned}
C_{k+1} & =R \times \cos (k \theta)+C_{k} \\
\cos ((k+1) \theta) & =\cos (k \theta)+C_{k+1} \\
S_{k+1} & =R \times \sin (k \theta)+S_{k} \\
\sin ((k+1) \theta) & =\sin (k \theta)+S_{k+1},
\end{aligned}
$$

where the constant multiplier is

$$
R=-4 \sin ^{2}(\theta / 2)
$$

and the initial values are

$$
\begin{aligned}
C_{0} & =2 \sin ^{2}(\theta / 2) \\
S_{0}^{\prime} & =\sin (\theta)
\end{aligned}
$$

$$
\begin{aligned}
& \cos (0)=1 \\
& \sin (0)=0 .
\end{aligned}
$$

Another method, in which the sine and cosine are computed as a pair with four multiplications instead of two, is as follows:

$$
\begin{aligned}
\cos & ((k+1) \theta) \\
& =[C \times \cos (k \theta)-S \times \sin (k \theta)]+\cos (k \theta) \\
\sin & ((k+1) \theta) \\
& =[C \times \sin (k \theta)+S \times \cos (k \theta)]+\sin (k \theta)
\end{aligned}
$$

where

$$
\begin{aligned}
& C=-2 \sin ^{2}(\theta / 2) \\
& S=\sin (\theta)
\end{aligned}
$$

The two methods were tested using initial values calculated by the library trigonometric function procedure on a Burroughs B5500 computer, then values for $\cos \pi / 2$ and $\sin \pi / 2$ were computed by extrapolation. Results are given in Table I. The computer used has a 39 -bit floating-point mantissa, with octal exponent; thus for a number between $1 / 8$ and 1 , a change in the low order bit gives a difference of $1.8 \times 10^{-12}$. Both methods result in a low level of errors, but when used in a Fourier transform program, the second method often yields about one binary place more accuracy than the first.

## Transforming Real Data

If the data vector to be transformed is real-valued, one can augment the data with an imaginary component vector of zeros and then use a subroutine for computing the complex Fourier transform. The resulting Fourier coefficients $\alpha_{k}$ for $k=0,1, \cdots n-1$ have a complex conjugate symmetry about $n / 2$, thus

$$
\alpha_{n-k}=\alpha_{k}^{*} \text { for } k=1,2, \cdots n-1
$$

As pointed out by Cooley [10], this symmetry allows us to transform simultaneously two real vectors $x$ and $y$ and separate the results. We compute the transform

$$
\begin{aligned}
\lambda & =\frac{1}{n} T(x+i y) \\
& =\frac{1}{n} T x+i \frac{1}{n} T y \\
& =\frac{1}{2}(\alpha+i \beta)
\end{aligned}
$$

where $\alpha$ and $\beta$ are the real Fourier transforms of $x$ and $y$, and then recover $\alpha$ and $\beta$ by

$$
\begin{aligned}
& \alpha_{k}= \begin{cases}\lambda_{0}+\lambda_{0}^{*} & \text { for } k=0 \\
\lambda_{k}+\lambda_{n-k}^{*} & \text { for } k=1,2, \cdots, n / 2,\end{cases} \\
& \beta_{k}= \begin{cases}i\left(\lambda_{0}^{*}-\lambda_{0}\right) & \text { for } k=0 \\
i\left(\lambda_{n-k}^{*}-\lambda_{k}\right) & \text { for } k=1,2, \cdots, n / 2 .\end{cases}
\end{aligned}
$$

Bingham, Godfrey, and Tukey [11] point out that this technique can be used to transform a single sequence of real data points if $n$ is divisible by two. Alternate data points are stored in the real and imaginary components of the complex vector to be transformed. After transforming, permuting to normal order, and separating the Fourier coefficients of the two sequences, the two coefficient sets are combined in a final step. In using this method, two reorderings are needed if the real data are initially in a single sequence, one before the transform and another after. For $n$ a power of two, the final permutation from reverse binary to normal order can be done in place in one step by pair interchanges. However, the initial permutation is not as easily done in place. ${ }^{4}$ Here we propose a simple solution to this problem.

Let us suppose that the original data are stored in normal sequence, with the first $n / 2$ entries in the real vector $A$ and the second $n / 2$ entries in the imaginary vector $B$ of the transform. We then in two steps permute the data so that the even numbered entries are in $A$ and the odd-numbered entries in $B$, both in reverse binary order. If we then compute the transform with a procedure operating on complex data originally in reverse binary order, the transformed result is in normal order with no further permutation needed. In the first step, we interchange entries

$$
A_{j+1} \text { and } B_{j} \text { for } j=0,2, \cdots,(n / 2)-2
$$

which leaves the even-numbered entries in $A$ and the oddnumbered entries in $B$. In the second step, we permute $A$ and $B$ independently to reverse binary order, ignoring the low-order bit, as follows: for $j=0,2, \cdots(n / 2)-2$, let $k$ be the reverse binary value of $j / 2$; then if $k>(j / 2)$, interchange $A_{2 k}$ and $A_{j}$ and interchange $A_{2 k+1}$ and $A_{j+1}$. The same permutation is applied to the $B$ vector. The two steps for $N=16$ are shown in Figure 2, where the numbers listed are the original indices of the data. It should be noted that the order of doing the two steps of the permutation may be interchanged if desired.

| $A$ | $B$ | $A$ | $B$ | $A$ | $B$ |
| :---: | :---: | ---: | ---: | ---: | ---: |
| 0 | 8 | 0 | 1 | 0 | 1 |
| 1 | 9 | 8 | 9 | 8 | 9 |
| 2 | 10 | 2 | 3 | 4 | 5 |
| 3 | 11 | 10 | 11 | 12 | 13 |
| 4 | 12 | 4 | 5 | 2 | 3 |
| 5 | 13 | 12 | 13 | 10 | 11 |
| 6 | 14 | 6 | 7 | 6 | 7 |
| 7 | 15 | 14 | 15 | 14 | 15 |
| Original order |  | First permutation | Second permutation |  |  |

Frg. 2. Permutation of real data before Fourier transform

The inverse operation of evaluating a real Fourier series, given a set of cosine and sine coefficients, can be done by

[^4]backtracking through the steps described above, computing the inverse of each. While this is usually the most convenient method, another method offers advantages in computing convolutions. If we transform two real sequences of, length $n$ to the frequency domain and form the product $\alpha \beta^{*}$ of the two transforms, the resulting $n$ complex values are the Fourier coefficients of the convolution, a real sequence of length $n$. Thus, the real component $a$ is an even function, the imaginary component $i b$ is an odd function, and $T a$ and $T(i b)$ are both real. Since
$$
T(a+i b)=\operatorname{Re}[T(a-b)]+\operatorname{Im}[T(a-b)]
$$
we can subtract $b$ from $a$, transform, then add the real and imaginary components to get the convolution. The advantage of this approach is that we can perform all of the frequency domain operations with the data in reverse binary order, reducing the intermediate result to a complex vector of length $n / 2$ at this stage before transforming to the time domain. With the result in normal order, we then separate the transforms of the even- and odd-numbered entries and combine them, using the algorithm for computing Fourier coefficients described above. A final addition then gives the convolution. An Algol convolution procedure based on this approach is available [9].

## Methods for Use on a Virtual Memory System

In using the fast transform algorithm on the Burroughs B5500 computer, we have frequent need to transform data sets of a size exceeding the $2^{15}$ words of core storage. One solution, using auxiliary memory for data storage, has been explored previously [12]. Here we consider use of the computer's virtual core memory feature.

Virtual memory and multiprogramming are standard features of the B5500 computer system. Data and programs are stored in variable-length segments of up to 1023 words. In Algol, array rows correspond to data segments, and for large radix two transforms, we store data in twodimensional arrays with rows of 512 words in length. When a program refers to an element of an absent array row, the operating system takes control and finds core space for the row. Space occupied by program segments not currently in use is taken first, then data segments are copied to disk storage generally on a first-in, first-out basis, without regard to the program to which they belong. Then an input operation reads the desired row into core and control is returned to the user program. This organization places a premium on doing as much computing as possible with a small set of array rows before going on to others. Memory overlay operations begin when the total storage requirement of the programs in the "mix" exceeds core capacity.

The Sande version of the fast transform, while very efficient for transforming a single segment of data, is highly vulnerable to slowdown through memory overlay. A complex transform of size $n=2^{13}$ can be computed without difficulty on the B 5500 if it is run without multiprogramming, but the addition of another program of comparable size will slow the transform program almost to a halt.

Fortunately, the Cooley version will run under the same conditions with only a moderate increase in computing and inpat-output channel time. In this section, we show a rearrangement of the Cooley version giving a more efficient schedule of data accesses. With this arrangement, inputoutput channel time caused by memory overlay increases


Fig. 3. Computer and input-output channel times for the fast Fourier transform on a virtual memory system with $2^{15}$ words of core storage
(a)

(b)


Step: 12344 Step: 12234
Fig. 4. Computing sequence for Fourier transform with virtual memory, $n=16$; (a) data in normal order; (b) data in reverse binary order
slowly as core capacity is exceeded. In Figure 3, we show a plot of computer and input-output channel time for a radix two transform based on this arrangement. ${ }^{5}$

In the first step of the radix two fast transform algorithm, data pairs are taken in serial order from the full data set, one element from the lower half and the other from the upper half of the data vector. However, after the first step in the transform, the two halves of the complex data arrays are independent. Similarly, after the second step, the four quarters are independent, and so on. Thus, after the first step, we can complete the remaining $m-1$ steps in the first half of the data before going on to the second half. And after the second step in the first half, we can complete the remaining $m-2$ steps on the first quarter of the data before going on to the second quarter. Continuing in this manner, we can compute the first pair of entries in the final result, having computed only the necessary intermediate results, then compute the second pair of entries in the final result, and so on. The sequence of steps for the $n=16$ case is shown in Figure 4(a). For most of the computing, the needed subset of the data is small enough to fit within the high speed memory of the computer.
In this method, we use the arithmetic of the Cooley version of the fast transform, thus the angle $\theta$ of the exponential multiplier remains constant within each of the numbered sections in Figure 4. When a segment splits into two halves in moving to the adjacent transform step, the angle for the lower half is $\theta / 2$ and the angle for the upper half is $(\theta+\pi) / 2$; a single sine-cosine pair serves for the two halves. We can use the library trigonometric function procedure to compute $\sin (\theta / 2)$, then calculate $\cos (\theta / 2)$ by the relation

$$
\cos (\theta / 2)=\frac{\sin (\theta)}{2 \sin (\theta / 2)} \quad \text { for } 0<\theta<\pi
$$

where $\sin (\theta)$ is remembered from the previous segment. In this way, the trigonometric function library procedure is called only $(n / 2)-m$ times.

| 0 | 0 | 0 |
| ---: | ---: | ---: |
| 8 | 1 | 1 |
| 4 | 4 | 2 |
| 12 | 5 | 3 |
| 2 | 2 | 4 |
| 10 | 3 | 5 |
| 6 | 6 | 6 |
| 14 | 7 | 7 |
| 1 | 8 | 8 |
| 9 | 9 | 9 |
| 5 | 12 | 10 |
| 13 | 13 | 11 |
| 3 | 10 | 12 |
| 11 | 11 | 13 |
| 7 | 14 | 14 |
| 15 | 15 | 15 |
| 1 | $P$ |  |

Fig. 5. Steps of reverse binary to binary permutation
${ }^{5}$ In an alternate version of this program, using radix eight arithmetic for the final steps within a single real-imaginary pair of array rows, computing time is reduced by one-third, while inputoutput channel time remains unchanged.

When we start with data in reverse binary order, a similar method can be used. We do the first step of the transform on the first pair of data entries, then on the second pair. Before going on to the third pair, we first do the second step of the transform on the first four entries. After each initial pair is transformed by the first step, we proceed to all possible subsequent steps. The sequence of steps for $n=16$ is shown in Figure 4(b). The trigonometric functions are computed as above, except that we store a list of the next sine-cosine pair for each of the $m$ steps.

The author has written Algol procedures for computing the fast Fourier transform on a virtual memory system, both for the radix two case [13] and for the mixed radix case [14]. In the mixed radix case, after doing a step of the transform with a factor $n_{j}$ on a portion of the data array, when transforming data originally in normal order, that portion of the data can be subdivided into $n_{j}$ independent sections for further transform steps.

For the $n=2^{m}$ case, the reverse binary-to-binary permutation can also be organized to reduce time loss through memory overlay. In this case, the permutation is done in several steps. In the first step, entries in the lower and upper halves of the complex vector are interchanged so that each entry is then in its correct half. In the second step, entries within each half are interchanged so that each entry is in its correct quarter. This process continues until the desired permutation has been completed. An example for $n=2^{4}$ is given in Figure 5. In the furst step, single entries in each vector are interchanged, and in the second step, pairs of entries are interchanged. For larger $n$, the process continues with entries interchanged $2^{k-1}$ at a time in the $k$ th step. For $n=2^{m},[m / 2]$ steps are required, and at each step half the entries in each vector are interchanged and the other half remain fixed. On the B5500 computer, this permutation method can be speeded up by doing the block memory interchanges in character rather than word mode. Similar speed-ups can be achieved on other computers with block-memory transfer instructions.
The permutation procedure has a partial generalization in the mixed radix case. If we factor $n$ by arranging pairs of identical factors symmetrically about the factors of the square-free portion of $n$, we can then do one reordering step for each pair of identical factors, using a simple sequence of pair interchanges. After the first step, each result entry is in the correct section of length $n / n_{1}$. After the $k$ th step, each result entry is in the correct section of length $n /\left(n_{1} \times n_{2} \times \cdots n_{k}\right)$. If the square-free portion of $n$ contains at most one factor, the reordering is completed by this procedure. Otherwise a final step is required in which we compute the permutation cycles of the square-free portion of $n$ and use this schedule to complete the reordering.

## Scaling for Fixed-Point Axithmetic

The fast Fourier transform can be computed with good accuracy, using fixed-point arithmetic. On a computer without floating-point hardware, the saving in time can be
large. When a Fortran subroutine for the SDS 930 computer was translated to a fixed-point machine language program, computing time was reduced by a factor of about ten. In the scaling used, the binary point is assumed to be just to the right of the sign bit, and the initial complex data values and all intermediate results are scaled to be less than $\frac{1}{2}$ in magnitude. A stored table of sine values is used with $\sin (\pi / 2)$ set at the largest positive value less than one.

Assuming that the complex data points $x_{j}$ initially have magnitude less than one, we scale by an additional factor two. Thus

$$
\begin{array}{ll}
\left|x_{j}\right|<\frac{1}{2} & \text { for } j=0,1, \cdots, n-1 \\
\left|x_{j} \pm x_{k} \exp (i \theta)\right|<1
\end{array}
$$

in the computation of each elementary $2 \times 2$ transform. If we then scale each intermediate result by $\frac{1}{2}$ before storing, which can be done by shifting right by one place, the values used in computing the second step of the transform are again $<\frac{1}{2}$ in magnitude. Continuing in this way, we scale each result but the final one by $\frac{1}{2}$, giving an overall scale factor of $1 / n$ for a transform of $n=2^{m}$ data values. The scaling is gradual, and satisfactory accuracy is preserved.

This scaling is easily generalized to the mixed radix case. Assuming that initially

$$
\left|x_{j}\right|<1 \text { for } j=0,1, \cdots, n-1
$$

we scale the data before each step by $1 / n_{k}$, where $n_{k}$ is the factor of $n$ used in the $k$ th step of the transform. The overall scaling is again $1 / n$.

## Conclusion

We have considered several techniques associated with computing the fast Fourier transform. First, we proposed ways of reducing time spent in computing trigonometric function values. One approach is to compute a table of $n / 4+1$ sine values using an interpolation method. Another approach is to compute the values as needed in the transform calculation, using a difference equation extrapolation method. For the case of transforming the even- and odd-numbered entries of a set of $n=2^{m}$ real data points, it is shown that there is an advantage in permuting the data to reverse binary order before the transform rather than computing the transform and then reordering afterward.

In presenting his paper [8] at the 1966 Fall Joint Computer Conference, Gentleman included some discussion of the impracticality of making use of virtual memory to compute the fast Fourier transform in problems exceeding core storage capacity. If we transform with the Sande version of the algorithm and permute in the usual way, his view is correct. However we have shown here that it is possible to rearrange both the transform and permutation to make practical computing large transforms on a virtual memory system.

Finally, we give a scaling for computing the fast transform with fixed-point arithmetic. The fast transform is well suited to fixed-point computing, and this approach should be considered if a significant reduction in computing time can be gained.
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[^0]:    This work was supported by Stanford Research Institute out of Research and Development funds.

[^1]:    ${ }^{1}$ When using a program not having the complex conjugate transform as an option, one can compute $T^{*} x$ by forming the complex conjugate of $x$, transforming by $T$, then taking the complex conjugate of the result, i.e., $\left(T x^{*}\right)^{*}$.

[^2]:    ${ }^{2}$ We assume throughout this paper that the transform is computed in place with the results of each transform of dimension $n_{j}$ replacing the previous values.

[^3]:    ${ }^{3}$ This topic is discussed by Gentleman and Sande [8] for the mixed radix case.

[^4]:    4 We assume that the real and imaginary components of complex data are stored in separate arrays. If interleaved, as with some FORTRAN compilers, the problem considered here does not exist.

