
An experiment by a team working 
at Chang’an University, China, and 
Griffith University, Australia, that used 
CodeWars katas as a suite of tests found 
GPT-4 could complete more than its 
predecessor, but failed on all the tasks 
in the top three levels of the eight-level 
contest. The models showed difficulty 
with optimization and simplifying alge-
braic equations. In one kata, the prob-
lem asked for the total area covered by 
a group of rectangles. GPT-4 and its pre-
decessor could pass simple test cases, 
but failed to finish before the timeout 
deadline on the full set of tests.

Complexity is not the only barrier. 
Other studies have shown that LLMs 
can be tripped up by the order of right 
and wrong answers in multiple-choice 
questions and the way short code snip-
pets are presented. In one example, 
GPT-4 failed to notice that a string-re-
placement function would replace all 
instances of the string listed in the ques-
tion, but when asked about the function, 
it correctly explained how it works.

Students appear to learn quickly 
about AI’s shortcomings, despite in-
structors’ fears of them becoming 
overly reliant on LLMs. In a series of 
interviews with students, Cynthia Za-
studil and colleagues at Temple Uni-
versity, Philadelphia, found a common 
complaint lay in the black-box nature 
of the commercial LLMs. The students 
often could not determine why the AI 
provided them with the response it did. 
“When using them, I don’t really fully 
understand what they’re telling me,” 
one student said to the interviewers.

A joint study by teams from Abilene 
Christian University, University Col-
lege Dublin, and an Auckland, NZ-
based group led by Paul Denny (see 
the related research article in this is-
sue, p. 56) has informed the work of a 
generative-AI working groupa set up by 
the organizers of the Conference on 

a	 https://iticse23-generative-ai.github.io

A
S OW N E R O F GitHub and 
lead investor in Ope-
nAI, the developer of the  
GPT-x series of large lan-
guage models (LLMs), it 

did not take long for Microsoft to see 
the potential for collaboration be-
tween the two. Three years ago, GitHub 
partnered with OpenAI to develop Co-
dex as an automated assistant for pro-
grammers, quickly followed by the Co-
pilot code-completion tool. The public 
release of ChatGPT by OpenAI toward 
the end of 2022 made the technology 
even more widely available to software 
developers and people learning to pro-
gram, with other vendors joining in 
the effort to automate the job of writ-
ing software using LLMs.

Rapid scaling has enabled major im-
provements in the ability of artificial in-
telligence (AI) to turn natural-language 
requests into working code. Workplace 
studies have claimed LLMs boost pro-
ductivity on real-world projects. In its 
own survey of usage by close to a mil-
lion users over the year since the launch 
of Copilot, GitHub claimed developers 
accepted on average 30% of the tool’s 
code suggestions and that usage of the 
suggestions increases over time as pro-
grammers become more familiar with 
the tool’s recommendations.

For its own tests, management con-
sultancy McKinsey recruited around 
40 developers working in-house across 
the U.S. on two types of LLMs fine-
tuned on coding problems. The experi-
ment showed the tools could halve the 
time to write new code, with an aver-
age speed-up of around a third.

Though employers might welcome 
the productivity improvements LLMs 
promise, educators are concerned 
about how they might impact their 
ability to test students’ understand-
ing. Carnegie Mellon University post-
doctoral fellow Jaromír Šavelka and 
colleagues analyzed the difference 
between GPT-3, which formed the ba-

sis for ChatGPT, and GPT-4, released 
spring 2023, on their ability to answer 
questions from three different Python 
programming courses. Earlier genera-
tions scored below 70% on even entry-
level modules and would have failed 
the courses were they human results. 
GPT-4 scored 80% or higher on the 
three courses and would have passed.

All the instructors interviewed in a 
survey conducted early in 2023 by Sam 
Lau and Philip Guo, researchers at the 
University of California at San Diego, 
mentioned the potential for cheating 
as being the primary reason they would 
change courses followed by the arrival 
of tools like ChatGPT and Copilot.

Despite the advances LLMs have 
made, studies have shown LLMs as large 
as GPT-4 still have significant limita-
tions when it comes to understanding 
requests and delivering suitable code. 
This seems likely to reduce the poten-
tial for cheating in education and for 
automating away jobs in the workplace. 
Though the McKinsey survey of its staff 
found improvements on simpler tasks, 
time savings shrank to less than 10% on 
tasks that developers deemed to be more 
difficult, or where they were trying to use 
a programming framework with which 
they were less familiar. Sometimes, 
tasks took junior developers up to 10% 
longer with the tools than without them.

Teaching Transformed
The apparent ability of LLMs to write functioning source code has caused 
celebration over the potential for massive increases in programmer productivity 
and consternation among teachers.
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Innovation and Technology in Com-
puter Science Education (ITiCSE). The 
experiment uncovered types of behav-
ior that point to students developing a 
healthy distrust of LLMs’ answers. One 
behavior they called “shepherding,” 
where the users try different variations 
of prompts to the AI to nudge its out-
put closer to what they want. The other, 
“drifting,” is when students try differ-
ent variants of prompts and responses 
before deleting the results entirely.

“Struggling students can drift when 
they don’t have a clue what’s going on. 
But good students can drift too. They 
are testing, poking, exploring,” says 
Brett Becker, assistant professor at 
University College Dublin.

The immediate question for educa-
tors as these tools evolve is whether to 
resist AI-enabled cheating by design-
ing tests that LLMs today find difficult 
to rework the syllabus to incorporate 
them into courses and assessments. 
Instructors in the surveys by Lau and 
Guo split almost evenly into these two 
groups. Some saw a need to move to 
face-to-face interviews to assess skills 
or have students perform at least some 
of their assignments in a classroom en-
vironment where teachers can restrict 
access to LLMs, though these impose 
a significant overhead on instructors 
compared to problem sheets that today 
are often graded automatically.

In his talk as part of the closing key-
note at the 2023 ACM Conference on 
Innovation and Technology in Com-
puter Science Education (ITiCSE) in 
July, Denny said, “Very early on, a lot 
of the discussion was focused on the 
negative aspects. We’ve seen headlines 
about terrified professors, worrying 
that the students are going to be cheat-
ing endlessly with these tools. Now, the 
narrative has changed slightly. Maybe 
we should try to learn how to teach 
more effectively with them.”

A series of papers published over the 
past couple of years has shown LLMs 
can perform tasks such as identifying 
programming concepts in unanno-
tated source code, and describing how 
they work. This kind of work would 
make it easier for instructors to keep up 
with changes in languages and applica-
tions that industry expects and reduce 
reliance on potentially outdated ma-
terial. Becker says similar technology 
would help overcome a major problem 

for novice students: how to interpret the 
often-cryptic error messages provided 
by compilers and other software tools.

The interviews by Zastudil and col-
leagues indicated there is a possible 
mismatch between student and in-
structor expectations that LLMs could 
help fill. Though both sides saw prob-
lems with tests that appear to students 
as being just busywork, students felt 
their instructors missed a more fun-
damental issue the AIs could address: 
Traditional course materials are not 
always helpful for understanding un-
derlying concepts. They find they are 
more comfortable asking an LLM for 
explanations than talking to a profes-
sor or a teaching assistant, particularly 
for basic concepts.

Courses that incorporate LLMs al-
ready have started, though the current 
offerings are experimental to differing 
degrees. One example at the Univer-
sity of California at San Diego (UCSD) 
started in the fall of 2023. Leo Porter, 
a teaching professor of computer sci-
ence, is developing the course and a 
related book with Daniel Zingaro, as-
sociate professor in computing science 
at the University of Toronto.

An option some educators are pur-
suing is to use only a specialized LLM 
that is prevented from supplying com-
pilable code as part of its answers, in 
the hope this will prevent students just 
copying and pasting the output. The 
UCSD course will provide access to Co-
pilot, which runs the risk of providing 
material that does not directly fit the 
course. “We need to teach students 
how to determine what the code does, 
even if that code may be more com-
plex than what they’ve been taught in 
class,” says Porter.

One possible issue with incorporat-

ing LLMs and prompt engineering into 
courses is the rapid pace of develop-
ment that may make some techniques 
quickly redundant.

“We suspect the models will im-
prove, but the way of interacting with 
the models won’t change dramatically. 
We’ll hopefully see correct code gen-
erated more frequently, but we don’t 
see the models being able to generate 
correct code if the person writing the 
prompts is ambiguous about what they 
want,” Porter notes.

Work continues to merge LLMs with 
other tools to improve their ability to 
check the correctness of their outputs 
by themselves. A little more than a de-
cade ago at the Alan Turing Centenary 
Conference in Manchester, U.K., Tony 
Hoare, emeritus professor of computer 
science at Wolfson College, Oxford, ar-
gued for a change to the classic Turing 
test. This would ask the AI not to pre-
tend to be human, but instead to reason 
about its own programming. As the in-
dustry struggles to determine how well 
LLMs can handle the logic of programs, 
the need for that kind of test is becom-
ing increasingly urgent. 
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Students are 
more comfortable 
asking an LLM for 
explanations than 
talking to a professor 
or teaching assistant.
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