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distribution of the gain along with the positive gain prob- 
ability. Thus, for binary adjustment procedures which 
assign either a 0 or 1 to the corrected indexing we may 
evaluate the gain for systems in which the basic parame- 
ters can be measured. 
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A file adjustment procedure based on maximizing the Bayes 
expected gain is proposed for matched term retrieval sys- 
tems. The expected gain and its probability distribution are 
derived as a function of.. (1) the prior proportion of omitted 
terms, and (2) the coefficient of separation between two 
distributions corresponding to values of an adjustment statistic. 
An example evaluates the gain parameters for a typical 
information retrieval system. 

T h e o r e t i c a l  C o n s i d e r a t i o n s  

We shall use the formulation of Bryan t  et ai. [6] as a 
basis for the theoretical development. In  this case the orig- 
inal term indexed file is regarded as a dxt matrix of zeros 
and ones, say c~¢, with c~i taking the value 1 if the j t h  te rm 
pertains to the i th  document and 0 otherwise. We consider 
a set of requests or queries expressible as a matrix qjk where 
qek is assigned a value of 1 if the searcher regards the pres- 
ence of the j t h  term as important  in the kth query and 0 
otherwise. Hence, a measure of mismatch between the ruth 
document and the kth query can be defined as: 

rmk = ~ (Cmi -- qj~)2. (1) 
J 

I n t r o d u c t i o n  

A number of papers [1-5] have been directed towards 
the problem of developing transformations or adjustments 
to be applied to term-adjusted files. Generally the term 
associations are used to generate a set of adjusted codings 
which improve retrieval by leading one more quickly to 
the relevant documents. However, while many empirical 
evaluations have been made based on file adjustments 
made on experimental data, theoretical investigations into 
the amount  tha t  one could reasonably expect to gain in 
retrieval effectiveness from such procedures have been 
notably lacking. (An exception is [7].) 

I t  is the intention here to provide a possible basis within 
a decision-theoretic framework for evaluating the gain 
which might be expected for some file adjustment proce- 
dures. The basic approach, as in [7], is to consider only 
adjustments which correct for term omissions using the 
empirical result tha t  the relative frequency of incorrectly 
applied indexed terms is negligible [6]. With this restric- 
tion we may limit our at tention to developing an approach 
for deciding whether or not a term should be adjusted 
upward. This binary decision can he formulated in Baye- 
sian terms with the probability of a user adjusting a term 
upwards playing the par t  of a prior probability. We use a 
measure which associates with each document (term) a 
measure of its association (mismatch) with the query. 
Our definition of gain is the amount  tha t  the measure of 
mismatch can be increased for irrelevant documents or 
decreased for relevant documents by  making a set of cor- 
rections for underindexing. A procedure for adjustment is 
chosen which is optimal in the sense tha t  it  maximizes 
the gain and this gain is tabulated for various values of the 
system parameters. Finally we compute the probabili ty 
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If the c's and the q's are either 0 or 1, eq. (1) reduces to 
the number of mismatched terms between the ruth docu- 
ment and the kth query. This measure of mismatch gives  
one the option of asking for the absence of certain terms 
as well as their presence. Note  tha t  in eq. (1) the summa- 
tion is, in general, performed over a subset of terms which 
are of interest to the searcher. 

We suppose now that  the original indexings c~ s are not 
indexed correctly or at least they are not indexed from the 
point of view of the searcher or ideal user who might pre- 
fer to have assigned some different coding u~s • We assume, 
as in [6], tha t  underindexing represents the major type of 
error in the file and adjusts only terms originally indexed 
with a 0. Let  u~j (0 or 1) be the value tha t  the ideal user 
would assign. Suppose that  it is not feasible to correct all 
the term indexings c~¢ with the ideal user and tha t  the cor- 
rection is to be made on the basis of some statistic T = 
T(cll , c~2, . . .  , cat) computed from the other unadjusted 
codings. We do not consider the method (associative or 
otherwise) for generating this statistic bu t  regard it as 
being characterized by  the two conditional probabili ty 
distributions: 

F0(x) = P ( T  -<_ x l u~j = O) 

Fl(x) = P ( T  ~ x lu~j = 1). 
(2) 

The first distribution function F0 gives the probabili ty dis- 
tr ibution for the statistic T when the adjusted term should 
be 0 while F1 gives the distribution of the statistic when 
the adjusted term should be 1. Figure 1 shows the possible 
forms which the density functions f0 and fl  corresponding 
to the distributions given in (2) could take. Our procedure 
for assigning a user indexing will be a binary decision 
scheme which assigns u~j = 1 for T > K and assigns 
u~i = 0 for T N K since we shall presume that  the statistic 
T chosen should be high when u~j = 1 and low when u~j = 
0. The assigned user value will not always be identical to 
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the correct user indexing, so tha t  to avoid confusion we 
will denote this assigned user indexing by hi+. 

Equat ion (1) indicates tha t  the measure of mismatch is 
also influenced by  the query indexing through the parame-  
ter q~i which may  take the values 0 or 1. Hence, the 
identities and values of a number  of parameters  associated 
with a single te rm may  be arranged as in Table I.  ( In 
subsequent discussion of single-term values the subscript 
ij  is omitted.) The library coding c is always 0 since errors 
of overindexing are being neglected. In  order to proceed 
further with the analysis of Table I, some assumptions are 
needed about  the joint probabil i ty distributions of b, c, u, 
and q and we assume tha t  the user indexing u and the 
query are independent of each other and tha t  the query q 
is independent of the adjusted coding b. Hence, the ex- 
pected gain for a single t e rm search is expressed as: 

E(G) = ~ G(b, u, q)P(b I u )P(u )P(q )  (3) 
b,u,q 

where G(b, u, q) is some appropriate  gain function defined 
for each b, u, and q. The conditional distribution of b given 
u is determined by  the decision point  K in Figure 1 for: 

P(b = O l u = O) = P ( T  ~ K [ u = O) = Fo(K) 

P(b = l l u = O) = P ( T  > K [ u = O) = 1 -  Fo(K) 
(4) 

P(b = 0 1 u  = 1) = P ( T  =< K l u  = O) = F~(K) 

P(b = l l u  = 1) = P ( T >  K l u  = 1) = 1 - F z ( K ) .  

We also take the densities of u and q to be given as bi- 
nomial with parameters  v and Q, respectively. I f  the values 

fl 

uij : 0 K u i j  = 1 

o 1 

FIG. 1. D i s t r i b u t i o n  of t h e  s t a t i s t i c  T for  u q  = 0,1 r e s p e c t i v e l y  
w i t h  cr = .5 

of the parameters  are examined, it is clear tha t  the measure 
of mismatch and hence the ranking is influenced in a pre- 
dictable way by  the adjustment  procedure. Our values of 
the gains filled in from columns (1), (2), and (3) of Table  I 
reflect these considerations. For example, in the first row 
the desired contribution to mismatch (u -- q)2 is 0 with 
the contribution to mismatch without adjus tment  (c - q)2 
also being 0. The adjusted mismatch is 1 which is in error, 
contributing a gain of - 1. The reader m a y  easily convince 
himself tha t  the other gains are reasonable and tha t  posi- 
tive gains tend to reflect a favorable adjustment  of the mis- 
match  and hence, the ranking. Then, using Table I and 

eqs. (3) and (4) with the binomial assumption on u and q 
leads to: 

E(G) = - ( 1  - Q)(1 - v)(1 - F0) 

+ (1 - Q)v(1 - F1) - Q(1 - v)(1 - F0) (5) 

+ Qv(1 - Fi) = v(1 - El) - (1 - v)(1 - F0) 

which is maximized by  choosing a vMue K such tha t :  

f i ( K )  1 - v 
- (6) 

fo (K)  v 

I f  the probabil i ty densities f0 and fl  are known or a discrete 
approximation is avMlable, we may  solve for K using eq. 
(6) and then substi tute into eq. (5) to determine the maxi- 
m u m  expected gain. For example, if the densities fo and 
fl  can be regarded as being approximately normM with 
means 0 and 1 respectively and common variance ~2 
eq. (6) yields: 

1 2 1 - -  v 
K = b£ + l o g - -  (7) 

v 

with the maximum expected gain per  t e rm represented in 
(5) as a function of ~2 and v. In  this case the mean separa- 
tion is uni ty  so tha t  the value of ¢ represents a coej~cient 
of discrimination in the sense tha t  a larger ¢ is associated 
with an increased difficulty in discriminating between 
u = 0 a n d u  = 1. 

The above results pertain to single-term searches only 
and it would be useful to extend the results to a search 

T A B L E  I .  SYSTEM PARAMETERS FOR 
FILE ADJUSTMENT 

(i) (2) (3) 
q c u b  (u-- q)2 (¢-- q)2 (b-- q)2 Gain 

0 0 0 1  0 0 1 --1 
0 0 0 0  0 0 0 0 
0 0 1 1  1 0 1 1 
0 0 1 0  1 0 0 0 
1 0 0 1  1 1 0 - -1  
1 0 0 0  1 1 1 0 
1 0 1 1  0 1 0 1 
1 0 1 0  0 1 1 0 

Col.  (1): des i r ed  c o n t r i b u t i o n  to  
m i s m a t c h  

Col.  (2): c o n t r i b u t i o n  to m i s m a t c h  

w i t h o u t  a d j u s t m e n t  
Col.  (3): c o n t r i b u t i o n  to m i s m a t c h  

w i t h  a d j u s t m e n t  

q ~- q u e r y  i n d e x i n g  

u ------ u s e r  i n d e x i n g  

b -= adjusted indexing 
c ~ original indexing 

T A B L E  I I .  PROBABILITY DISTRI- 
BUTION OF GAIN FOR A 

SINGLE-TERM SEARCH 

G Probability distribution PG 

- - 1  (1 - -  v ) ( 1  - -  F 0 )  

0 Fo + v(Fi  -- Fo) 
1 v(1 -- F1) 
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involving N terms. In addition, we are interested not  only 
in the expected maximum gain bu t  also in the exact or ap- 
proximate probabili ty distribution of the gains. The gain 
density for a single-term search can be writ ten down im- 
mediately from Table I and is reproduced in Table II .  

In  an N-term search the gain can range over the integers 
- -N,  - - N  + 1, . . -  , 0, 1, . . .  , N. Then, let no be the 
number of terms in the search tha t  produced a single-term 
gain of G. Then, if the total  gain is designated by  Gr we 
may write 

N! 
P(G~ = k) = ~ , , p ~ p ~ o p ~ , .  (8) 

nl - -n~l~k  n - 1  .~0 : n  1 
n __ 1,--~-n 0-,~- n i = N  

For  moderate sized N,  Gr will be the sum of the individual 
single term gains and the central limit theorem will apply 
yielding: 

- \ ~ / ( 9 )  

, r  = N E ( G ) ,  ~ ,  = ~ o ( N )  '12 

and an approximate expression for the probabili ty distribu- 
tion of the gain. Here ¢(x) denotes the cumulative normal 
distribution wit:h E(G) and ~o the mean and standard de- 
viations of the gain as computed from Table II .  One 
measure of possible interest would be P ( G r  > 0) or the 
probabili ty of making a positive gain. We shall henceforth 
refer to this measure as the positive gain probability. 

Examples 
The measures of effectiveness developed in the preced- 

ing section will be quite different for the various adjust- 
ment procedures in both  the form and separation of the 
distributions f0 and fl of Figure 1. Empirical data  categor- 
izing adjusted and unadjusted terms into correctly ad- 
justed and unadjusted terms and incorrectly adjusted and 
unadjusted terras, as well as the sample values T of the 
adjustment statistic will be needed in order to determine 
the performance characteristics of a particular system. 
Since the distribution of T is often the distribution of some 
linear combination of adjacent terms as in adjustment pro- 
cedures using regression Ol other associative correction 
measures, we may frequently assume that  it is approxi- 
mately normal for terms that  should have been adjusted 
as well as for terms that  should not have been adjusted. 
For  purposes of simplified computation we shall also as- 
sume in this example that  the variances are equal in the 
two populations and that  the average separation between 
f0 and fl  has been normalized to one. This allows the use 
of eq. (7) to determine a cutoff point which maximizes the 
expected gain. ]Equation (5) then determines the maximum 
expected gain as a function of the parameters v and a ~. 
Figure 2 shows the expected gain per term in the mismatch 
measure as a function of the prior proportion of omitted 
terms v and the spread of f0 and fl denoted by  a ~. Note 
that  we can never gain more on the average than the vMue 
of the parameter  v. Also, with increasing z the maximum 
expected gain goes down while with increasing v the maxi- 
mum expected gain increases. If  the basic parameters re- 
main relatively constant from te rm to term the expected 
total  gain from an N-term search is N times the expected 
single-term gain. Note  that  this expected gain is over terms 
in a single document which were not indexed in the original 
file. Hence, in a 20-term search a single document might 
contain only ten candidates for adjustment.  Therefore, 
using Figure 2 with v = .22 and ~ = .5 a maximum expec- 
ted gain of .10(10) = 1 would be reasonable for documents 
containing ten terms originally indexed as zero. 

In some cases a more interesting and informative meas- 
ure might be the probabili ty of making a specified gain, 
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determined from eq. (8) or its approximation (9). The 
characteristics of the system will determine the particular 
probabilities which contribute the most as measures of 
effectiveness. We have chosen to present the probability 
of making a positive gain P(Gr > 0) in Figures 3 and 4. 
Note that while the expected gain increases with v and de- 
creases with a the probability of some gain (positive gain 
probability) for values of v less than .20 is increased with 
an increased variance. Hence, in this example, the im- 
provement in expected gain with the decreased z leads to 
a slight decrease in the positive gain probability. The phe- 
nomenon observed above where the expected gain and 
positive gain probabihty seem to work against each other 
does not cause serious problems since the positive gain 
probability is uniformly high over the entire range of v. 
The same conflict characterizes the relation between the 
gain and the number of terms in the search with expected 
gain increasing for higher N and the positive gain proba- 
bility decreasing. If the mean separation between the dis- 
tributions in Figure 1 is positive we will always have a 
positive expected gain regardless of the variance a 2. 

As another example, consider the computation of the 
entire probability distribution of the gain as given by eq. 
(8). Let us suppose that in making five-term searches it is 
true on the average that three terms in the documents 
would not be coded in the unadjusted file. Assume also 
that the prior probability of omission, v, is .10. Then, for 

= .5 we use eq. (8) to determine that the probability of 
gaining 1 is about .12. If we are searching for presence in 
the query then there is a .12 chance of decreasing the mis- 
match by 1, which with a total possible mismatch of 5 
would lead to a substantial improvement in the ranking. 
If the prior probability of omission is .20 the chance of a 
gain of 1 increases to .26. In this case the expected gain 
and gain probability do not seem to work against one 
another. I t  is also clear that the gain probability is a 
measure of the improvement in the ranking if it is assumed 
that a documents position in the ranking is determined 
incorrectly because of omitted terms. 

Conclus ions  

We have developed the expected Bayes gain and the 
positive gain probability as measures of retrieval effective- 
ness for file-adjustment procedures. These measures do not 
depend on the form of the adjustment which has been ap- 
plied, as it may be any one of a number of the so-called 
associative schemes. The requirements are that the pro- 
posed procedure generate a set of adjustment statistics on 
a continuous scale and that the correct codings correspond- 
ing to these adjustments be available. Then the competing 
forms of Figure 1 can be plotted and the distributional 
fo~ms F0 and F1 can be estimated. This yields a critical 
value K which maximizes the expected Bayes gain. The 
resulting measures of retrieval effectiveness (here the ex- 
pected gain and the positive gain probability) are expressed 
in terms of the prior probability that a user would have 
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Probability of positive gain for N-term searches o- = 1.0 

preferred a different indexing. The computed examples 
show that it would be useful to examine the parameters in 
an operating system quite closely to determine the relative 
benefits of competing adjustment procedures. 
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