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ABSTRACT
Although there are promising results from the use of virtual reality
(VR) in the craniomaxillofacial field, there is still a need to validate
the usability and properties of the VR environment and interaction
techniques. The aim of this study was to evaluate the suitability of
VR interaction methods for craniomaxillofacial computer-assisted
surgical simulation (CASS) and to identify possible areas for im-
provement.

Four VR interaction conditions were compared quantitatively
and qualitatively: Hand, Mouse, Pen and, Controller. Four oral and
maxillofacial radiologists performed a VR marking task on skull
stereolithography models. Quantitative measures included accu-
racy, completion time, number of grasps and development. Qualita-
tive attributes were easiness, efficiency, physical effort, accuracy,
and naturalness.

Mouse (1,51 mm) and Controller (1,73 mm) were the most ac-
curate, Pen was the close third (2,06 mm), while Hand (4,52 mm)
scored poorly. Mouse was slower and more burdensome than the
other conditions. The accuracy of Pen and the completion times of
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Hand, Pen and Mouse improved over time. The usability of Con-
troller (1,50) was rated best in Likert scale (1-5), with Pen (1,75)
the close second. Mouse (3,00) and Hand (3,57) were inferior, and
overall, Hand was the least preferred.

Controller and Mouse achieved acceptable accuracy for cran-
iomaxillofacial CASS. The usability of Controller was also rated
highest, and it was the preferred choice of the radiologists. The
combination of Mouse and VR was unnatural and cumbersome. To
achieve an acceptable level of accuracy for Hand, hand tracking
technology needs to be significantly improved.
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1 INTRODUCTION AND BACKROUND
In the craniomaxillofacial (CMF) region, technological achieve-
ments enable a shift from conventional planning to three-
dimensional (3D) patient-specific computer-assisted surgical simu-
lation (CASS), as the quality and amount of information in medical
imaging scans have increased continuously [1–3]. However, the
visualisation means have not developed at the same pace. Currently,
radiological interpretation and CASS are still performed using a
traditional two-dimensional (2D) computer interface with mouse
and keyboard, even though the scans are often, and the anatomical
region of interest always, three-dimensional. This lack of true 3D
immersion requires radiologists to have a profound spatial under-
standing and makes the interpretation and CASS time-consuming
and error-prone [4].

Craniomaxillofacial CASSs are used for orthognathic surgery
[5, 6], resection and reconstructive cases such as tumours, traumas,
and deformities [7–11] and planning other osteotomy guides [12].
CASSs offer the ability to simulate different surgical procedures
preoperatively, helping to define the most appropriate surgical
approach [13] and providing both better efficiency [14] and accu-
racy [6] compared to conventional planning. Accurate planning
of CMF procedures is essential to identify major risks and avoid
complications, e.g., bleeding and nerve injury [15–20].

Virtual reality (VR), a true 3D environment, has been shown
to provide an advantage over 2D visualisation for perception and
comprehension [21–23]. However, VR has yet to be validated into
CMF CASS. There is only a limited number of orthognathic surgery
studies focusing on VR environment [24, 25] and only one anatomi-
cal landmarking study which concentrated on interaction methods
and/or user experience (UX) showing a preference for the stylus
over themouse and hands [26]. The results are promising but sparse,
and thorough testing of interaction methods and their characteris-
tics is necessary.

Computer-aided surgical simulation is comparable to any domain
where computer-aided design (CAD) is used, and three-dimensional
perception is required. Thus, there should be many potential com-
parable domains. However, only a few comparative studies focusing
onmultiple interactionmethods across domains have been reported.
An industrial virtual reality study compared controllers and gloves
in the field of low-cost automation. The usability of the gloves was
rated higher than that of the controllers [27]. A computer science
study compared a mouse, a controller and a 3D pen-like device
in a VR and AR pointing task. The results showed that the pen
outperformed other VR controllers in terms of efficiency and was
comparable to the mouse. Participants also preferred the pen to
the controllers [28]. In architecture, virtual reality and controllers
were compared with the traditional mouse in a 2D interface. The
results showed that interaction with virtual reality and controllers
was more natural than with a mouse in a 2D environment [29].

The aim of this study was to medically validate the suitability of
four VR interaction methods for CMF CASS: hand, mouse, Logitech
VR Ink stylus, and Valve Index Controller. CASS and VR were com-
bined for a marking task on facial bone stereolithography (STL)
models based on cone beam computed tomography (CBCT). Results
on accuracy, completion time, number of grasps interpreting physi-
cal workload, and UX were compared. The experiment was divided

into five test sessions over two months to examine the development
of the above attributes.

2 MATERIALS AND METHODS
2.1 Participants
Four oral and maxillofacial (OMF) radiologists with experience in
CASS but not in VR were recruited. Their experience in dentistry
and radiology ranged from 7 to 35 years and in CASS from 5 to 20
years.

2.2 Medical data
50 stereolithography skull models were segmented from preopera-
tive facial CBCTs of orthognathic surgery patients usingMaterialise
ProPlan CMF 3.0.1. The CBCTs were scanned with Scanora 3Dx by
Soredex or Promax Mid by Planmeca at the Department of Cranio-
and Dentomaxillofacial Radiology, Tampere University Hospital,
Finland. Voxel sizes varied between 0.2-0.4 mm.

2.3 Legality of data use
This study was based on a retrospective registry data set and did
not involve human experimentation or the use of human tissue
samples. No patients were imaged for this study. The study followed
Finnish legislation, the Medical Research Act (488/1999) and the
Act on Secondary Use of Health and Social Data (552/2019), and the
European General Data Protection Regulation 216/679. The use of
data was approved by the research director of Tampere University
Hospital, Finland, on 1 October 2019 (vote number R20558).

2.4 Data preparation
Five 2 mm diameter spheres were placed higgledy-piggledy on the
surface of each skull with the Valve Index Controller in the Unity
environment (Figure 1).

2.5 Interaction conditions
Four dominant hand interaction techniques were used: Hand,
Mouse, Pen, and Controller. The instruments and hands were visible
in the VR space as animated forms. The devices ray-casted a trans-
parent beam with a spherical tip similar in diameter to predefined
spheres (Figure 2).

Participants had only one chance to make each mark; correction,
erasure, scaling, or zooming were disabled, as the emphasis was on
an equal and straightforward comparison of conditions.

The skull model was moved using Valve Index Controller and
non-dominant hand. The controller+grasp method was used be-
cause of its suitability for a natural and accurate grasping [30].

2.5.1 Hand. A poke is used to indicate and touch surfaces, so this
gesture was chosen for Hand condition. The marking occurred
slightly before contact, otherwise the participant’s finger would
have covered the beam tip and the pre-defined sphere.

2.5.2 Mouse. For the Mouse condition, a conventional mouse rest-
ing on a table was chosen. Movements to forward and backward
transferred the projected beam up and down and shift to left and
right correlated in both environments. Marking was done by press-
ing the left mouse button.
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Figure 1: Two examples of the higgledy-piggledy placed 2 mm diameter spheres on the skull

Figure 2: Experiment room, VR environment with training cube, and interaction methods from left to right: Hand, Mouse, Pen
and, Controller

2.5.3 Pen. The Logitech VR Ink Stylus, which has a physical simi-
larity to a traditional pen, was chosen for Pen condition. Marking
happened by tapping the primary button with index finger.

2.5.4 Controller. The Valve Index Controller was chosen for the
Controller condition. It has hand and finger tracking, and a tight
strap that allows it to be held passively. Marking was done by
pressing the trigger button with index finger.

2.6 VR environment and experiment room
The VR environment was created using the Unity 3D software
development system and the Varjo VR-2 Pro head-mounted display
(HMD). It included an open workspace, a button, and a progress
panel. Hand was tracked by the Varjo HMD and Pen and Controller
by the HTC Vive base stations. The VR environment was set up in
an office room containing an office desk and an office chair with
armrests and headrest.

2.7 Procedure and session details
In the first of the five experimental sessions, the radiologists were
introduced to the study protocol and the environment. Before each
condition, the devices were introduced, and the participants were
asked to mark the pre-placed spheres as accurately as possible. In
the following four sessions, the introduction was briefly repeated.
One session included all four conditions, ten skulls per method, and
lasted approximately 60 minutes.

The order of the conditions was counterbalanced using the Latin
square method. Each condition contained ten skull models in ran-
dom order, and every skull contained five pre-placed spheres. In
each condition, the first skull was preceded by a cube with five
pre-marked points on which the participant practiced the marking
task.

Participants moved to the next model by pressing the button on
the left side of the VR room. On the participant’s right, a progress
panel showed the current number of skulls per method (e.g., 8/10)
and the number of points on the skull marked out of a total of 5
(e.g., 2/5).
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Table 1: The statements to evaluate the qualitative attributes of interaction conditions

Attribute Statement Rating scale
Easiness The interaction with this method was 1 easy – 5 difficult
Efficiency The interaction with this method was 1 efficient – 5 inefficient
Physical effort The interaction with this method was physically 1 effortless – 5 wearing
Accuracy The interaction with this method was 1 accurate – 5 inaccurate
Naturalness The interaction with this method was 1 natural – 5 unnatural

After each condition radiologists filled a usability questionnaire
and at the end of each session, they ranked the conditions from best
to worst and gave reasons for the rating. In total, each participant
marked 200 skulls and 1000 points. Quantitative measures were
recorded automatically, and qualitative responses were collected
via questionnaires.

3 MEASUREMENTS
3.1 Quantitative
The primary measure was accuracy, defined as the distance in
millimetres between the centres of the pre-marked and participant-
marked spheres. Other measures were completion time, number
of non-dominant hand grasps representing physical effort, and
development. Time was recorded in seconds, starting from the
first grasp, and stopping after all five points had been marked and
the button had been pressed. A grasp occurred when participant
grabbed and released the model. Development was defined as a
change between sessions 1 and 5.

3.1.1 Statistical analysis for quantitative values. Median values and
Monte Carlo permutation test were used for quantitative statisti-
cal analyses because the data contained some outliers caused by
technical malfunction or human error. In all permutation tests,
an observed value of a measure is compared to a distribution of
measures generated by resampling multiple sample permutations,
assuming no difference between the sample sets (null hypothesis).
The relevant p-value is then given by the proportion of values in
the distribution that are more extreme than or equal to the observed
value [31–34].

Possible statistically significant differences between and within
the four conditions were analyzed. To obtain the distribution of
measurements assuming no difference, samples were randomly
interchanged between conditions, generating 10,000 permutations
to be measured. To counteract the multiple comparisons problem,
the Bonferroni correction was used.

3.2 Qualitative
A 5-point Likert scale (1-5) statement questionnaire, filled in after
each condition, was used for the usability evaluation, with opposite
adjectives representing the extremities. The attributes were easi-
ness, efficiency, physical effort, accuracy, and naturalness (Table 1).
Radiologists also listed at least one positive and one negative com-
ment about each condition. At the end of the session, conditions
were rated from most preferred (1) to least preferred (4). Comments
about interaction with the non-dominant hand were also collected.

3.2.1 Qualitative values. Usability ratings were considered as opin-
ions and the focus was on collecting comments. The adjective scale
was changed to a numerical one where a score of 1 correlated with
a positive rating and a score of 5 with a negative rating as shown
in Table 1. Qualitative results were expressed as mean scores.

4 RESULTS
4.1 Quantitative
The results are shown in Figure 3 and Tables 2 and 3. For accuracy,
time, and number of grasps the Bonferroni correction of 0.05/6 ∼
0.0083 was used. The Bonferroni correction for development was
0.05/1 = 0.05 as development took place within each technique and
thus there was only one condition in the permutation test.

4.1.1 Accuracy. For accuracy, the nominator was per point (1000
values per condition). A statistically significant differencewas found
between all interaction methods. The results from least accurate to
most accurate in millimetres was as follows: Hand (4.52), Pen (2.06),
Controller (1.73), and Mouse (1.51). The p-values for six different
comparisons were: Controller + Hand <0.0000, Controller + Mouse
0.0006, Controller + Pen 0.0001, Hand + Mouse <0.0000, Hand +
Pen <0.0000, Mouse + Pen <0.0000.

Medically accepted accuracy was also considered. 2 mm has been
defined as the clinically accepted limit between the virtual plan
and the postoperative outcome and has been previously used to
verify the accuracy of 2D CASSs [6, 7, 35–37]. Within this limit, the
results showed acceptability for Controller and Mouse.

4.1.2 Time. For completion time, the nominator was per skull
(200 values per condition) and the results were in seconds. Mouse
(40,88) was significantly slower than other conditions: Hand (32,72),
Controller (31,99), and Pen (30,48). The p-values for six different
comparisons were: Controller + Hand 0.7511, Controller + Mouse
<0.0000, Controller + Pen 0.3231, Hand + Mouse <0.0000, Hand +
Pen 0.1074, Mouse + Pen <0.0000.

4.1.3 Number of grasps. For number of grasps, the nominator
was per skull (200 values per condition). Mouse required more
grasps than the other methods: Mouse (18,00), Controller (14,50),
Pen (14,00) and, Hand (14,00). The p-values: Controller + Hand
0.9244, Controller + Mouse <0.0000, Controller + Pen 1.000, Hand +
Mouse <0.0000, Hand + Pen 1.0000, Mouse + Pen <0.0000.

4.2 Quantitative development
Development was defined as the change in the radiologists’ com-
bined scores for accuracy, completion time and number of grasps
between sessions 1 and 5. The nominator for accuracy was per
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Table 2: The quantitative results for accuracy, completion time and number of grasps

Conditions Accuracy (mm) per point Time (s) per skull Grasps (number) per skull
Hand 4.52 32.72 14.00
Mouse 1.51 40.88 18.00
Pen 2.06 30.48 14.00
Controller 1.73 31.99 14.50

Table 3: The p-values of compared conditions for accuracy, completion time and number of grasps, with Bonferroni correction
for p-value limit 0.05/6 ∼ 0.0083

Compared conditions Accuracy (per point) Time (per skull) Number of grasps (per skull)
Controller - Hand <0.0000 0.7511 0.9244
Controller - Mouse 0.0006 <0.0000 <0.0000
Controller - Pen 0.0001 0.3231 1.0000
Hand - Mouse <0.0000 <0.0000 <0.0000
Hand - Pen <0.0000 0.1074 1.0000
Mouse - Pen 0.0004 <0.0000 <0.0000

Table 4: The p-values of development for accuracy, completion time and number of grasps within each condition, with
Bonferroni correction for p-value limit 0.05/1 = 0.05

Conditions Accuracy Time Grasps
Hand 0.2123 <0.0001 0.1881
Mouse 0.5050 <0.0001 0.6670
Pen 0.0491 0.0342 0.1862
Controller 0.5652 0.2127 0.1280

mark (200 values per session) and for completion time and number
of grasps per skull (40 values per session).

The development within different attributes is shown in Figure
4 and Table 4. For accuracy, an improving trend and a significant
difference was found within Pen (p-value 0.0491). The p-values
for the other conditions were: Hand 0.2123, Mouse 0.5050, and
Controller 0.5652. For completion time, there was a significant
improvement within Hand (p-value < 0.0000), Mouse (p-value <
0.0000) and Pen (0.0342). The p-value for Controller was 0.2117.
There were no significant differences for grasping, for which the p-
values were: Controller 0.1280, Pen 0.1862, Hand 0.1881, and Mouse
0.6670.

4.3 Qualitative
The mean values of the usability questionnaires are shown in Figure
5. After some fluctuation, Controller was the preferred method or
as good as the others for all attributes, with accuracy improving
towards the end. Pen was either in second or tied for first and its
performance was close to that of Controller. The usability of Mouse
and Hand was inferior to Pen and Controller, except for accuracy,
with which Mouse shared the first place. Mouse was initially the
least liked, but the ranking gradually improved, and was eventually
preferred to Hand, except for naturalness. Overall, Hand was the
least liked instrument, and particularly its accuracy was judged to
be extremely poor.

4.4 Ranking
The results are shown in Figure 6 and mean values in Table 5.
Controller was the most preferred condition, although its ranking
decreased slightly after the beginning. Pen was second and the
difference between Pen and Controller decreased towards the end.
Mouse and Hand were less preferred. Hand was well received at
the beginning, but its rating dropped towards the end. Conversely,
Mouse was strongly disliked at first, but later bypassed Hand and
came in third.

4.5 Comments and notions
4.5.1 Hand. Hand initially scored well because of its instrument-
free status. It was logical and intuitive to use, and pointing was
natural way to interact. However, radiologists became frustrated
with poor accuracy and problems with tracking. The correct HMD-
tracked position was difficult to remember, and the finger became
physically tired with continued extension. Poor tracking and antic-
ipatory marking functionality made it difficult to judge when the
marking would occur. The progressive increase in frustration was
commented on as a reason for the decline in rating.

4.5.2 Mouse. Familiarity and accuracy were positive features of
Mouse. The ergonomics of the dominant hand were appreciated
as the hand resting on the table eliminated the natural instabil-
ity. However, it took time to learn to use the mouse in VR and
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Figure 3: The mean and median values of conditions for accuracy, completion time and number of grasps, with and without
outliers.

Figure 4: Development for accuracy, completion time and number of grasps within each condition
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Figure 5: Ratings of qualitative statements in 5-step mean Likert scale where 1 = high rating, 5 = low rating

Table 5: The ranking of conditions per sessions, mean values, 1 = high, 4 = low

Condition Session 1 Session 2 Session 3 Session 4 Session 5
Hand 2.50 3.50 3.50 3.75 3.75
Mouse 3.75 3.50 3.50 3.00 3.00
Pen 2.00 2.00 1.50 1.75 1.75
Controller 1.75 1.00 1.50 1.50 1.50

the restriction of the dominant hand in 2D led to unnaturalness
and physical fatigue of the non-dominant hand. The movements
of the non-dominant hand were increased to compensate for the
restricted dominant hand. In addition, some parts of the skull, e.g.,
the posterior part of the orbita, were difficult to reach due to the

lack of 3D range. Finally, the need to remain close to table caused
radiologists to occasionally bang their non-dominant hand to the
table.
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Figure 6: Ranking development of conditions from session 1
to session 5

4.5.3 Pen. The Logitech VR Ink was liked as a light and familiar
tool. It was logical and easy to use. However, the buttons were
a disappointment. They did not provide proper tactile feedback
which led radiologists to report increased inaccuracy as they felt
uncertain about when the marking would occur. Further inaccuracy
was reported due to natural tremor.

4.5.4 Controller. Controller was natural, comfortable, ergonomic,
and easy to learn and use. Accuracy was appreciated, although
participants repeatedly commented that the controller was too sen-
sitive, replicating the natural tremor of the hand and leading to
inaccuracy. This was the main reason for Controller’s decline in
rating. One radiologist compensated for the tremor by stabilising
the dominant hand with the non-dominant hand. Another disad-
vantage was the big size of the controller. It was suspected that the
size could lead to physical fatigue. This, combined with sensitivity,
could significantly reduce accuracy with prolonged use.

4.5.5 Other comments. Radiologists indicated that translating and
rotating the model by holding the non-dominant hand in extension
resulted in physical fatigue. This led to a request for a zoom in/out
function. For Controller and Pen, there were also requests for better
elbow support and built-in motion stabilisation.

5 DISCUSSION
In recent years, there has been a growing interest in the use of VR in
craniomaxillofacial field, and preliminary studies show promising
results. However, there is still a need to validate the usability and
properties of the VR environment and the interaction techniques.
The main requirements of VR instruments for CMF CASS include
accuracy, speed, and ergonomics. The UX must also be satisfactory.

Four VR devices were included in this study. Two were commer-
cially produced: a Valve Index Controller and a Logitech Ink Stylus.
The other two were a standard 2D mouse and a hand immersed in
VR. Four OMF radiologists took part in the test protocols. Although
they all had experience with CASS, the VR environment was new
or almost new to them. Therefore, besides the comparison, the

development was analysed to see if increasing experience would
change the feasibility of each condition.

This study was the first to combine the comparison of technical
performance and usability of different VR interaction methods in
CMF CASS. The previous anatomical landmarking study [26], based
on a limited number of data, showed parallel results by preferring
the stylus over the mouse and hand, but lacked the controller and
medical experts.

Our primary quantitative measure, accuracy, showed accept-
able results for Controller and Mouse. However, the latter was
significantly slower and required more grasps than all the other
conditions. With Mouse, the improvement in accuracy was limited
due to the restricted range. The limited 2D range also seemed to
explain the significant difference in the number of grasps, slower
completion time, and why Mouse was reported to cause physical
fatigue. With Controller, the accuracy and completion time did
not improve due to the tremor and its compensation with reduced
speed. This indicates a need for built-in motion stabilization and
better physical hand support. The differences in completion time
and number of grasps between Hand, Pen and Controller were not
statistically significant.

The current level of hand tracking technology for Hand proved
to be insufficient. The fingertip obscured the small targets, and the
limited spatial coverage of the HMD’s cameras made the position-
ing of the finger difficult. For Hand, the radiologists supported a
separate marking command, e.g., a voice command. On the other
hand, the problems with handtracking could be compensated by
using a glove which was the preferred interaction method in an
industrial study on low-cost automation [27].

The radiologists were disappointed with the physical features
of Pen. This was opposite in contrast to a computational science
study where the pen performed better and was also preferred to the
controller [28]. The tactile feedback was faint, the finger tended to
slip off the button, which was difficult to rediscover with the HMD
on, and Pen also replicated natural tremor. This suggests a need for
a stylus with more distinct buttons, haptic feedback, and built-in
motion stabilization.

During development, the accuracy of Pen improved, and comple-
tion times of Hand, Mouse and Pen shortened. The positive trend
for Mouse and Pen seemed to be due to learning, but the shorter
completion time for Hand seemed to relate to frustrated radiologists
rushing through the condition, causing further inaccuracy.

Quantitative and qualitative results were parallel although the
participants initially reported a slight and only recognized bias
towards Hand and Mouse because their familiarity: Controller
achieved good quantitative results and was the most preferred,
while Hand was the worst in both performance and preference,
with the Mouse and Pen in between. In architecture, the virtual
reality environment and controllers were also preferred to the tra-
ditional mouse in a 2D interface [29].

Our results are not limited to CMF CASS but can be generalised
to various types of surgical plannings in other parts of the body. The
aim of VR CASS is to facilitate understanding of three-dimensional
structures, further improve surgical accuracy, reduce operating
time and complications, and lead to more cost-effective treatment.
Virtual reality can also be used to teach anatomy, pathology, and
surgery. Furthermore, it enables real-time teaching, consultation,
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and surgical planning between medical specialists and/or students
in the same virtual environment, wherever they are in the world.

Our study had some technical limitations. Only one device per
interaction method type was used, representing a technical imple-
mentation from a single manufacturer. A similar limitation is the
use of one HMD. The accuracy of hand tracking may vary between
different manufacturers, which may have led to differences in the
results of Hand. The size of the headset was also an issue, as one
participant was unable to fit display glasses under the HMD, and
prescription lens inserts were not available. This highlights the
need for easily accessible individual correction lenses or built-in
diopter correction.

The limitation of the software was that there were no correc-
tion or fine-tuning functions. Therefore, the marking task did not
fully simulate a real computer-assisted surgical simulation. The use
of surface models, combined with the lack of radiological multi-
sectional view, caused problems with reach, as some spheres were
obscured by other anatomical structures.

Because of these limitations and the overall scarcity of worldwide
research, further studies are needed to provide precise recommen-
dations or guidelines on the most appropriate choice of interaction
tools for CMF CASS. However, our results suggest that operating
in the VR could be suitable for CASS if interaction methods and
ergonomics are further developed and validated. To improve accu-
racy, motion stabilization and erasure and correction functions are
needed. For ergonomics, there is a demand for a zoom-in/zoom-out
function, as smaller models require a smaller range of motion. Er-
gonomics can be further improved by designing a more suitable
arm support for VR instruments operated in six-degrees of freedom.

Our next study will simulate a realistic CMF CASS VR envi-
ronment with a multi-section radiological slice view and a more
complex interaction task, optimised by the results and identified lim-
itations of this study.Wewill compare a traditional two-dimensional
computer interface with a VR, which is crucial to validate the tech-
nical performance and usability of the VR method, including user
satisfaction and cognitive load.

6 LIMITATIONS
Our results are specific only for software system, headset, and
interaction techniques used in this study, even if they indicate
potential for a larger group of similar devices. It should also be noted
that this kind of marking task does not describe all the functions
required in CASS. Other functions need to be addressed in further
work.

7 CONCLUSIONS
Two VR interaction methods, Controller and Mouse, achieved ac-
ceptable accuracy for craniomaxillofacial CASS, though the com-
bination of Mouse and VR was unnatural and cumbersome. The
usability of Controller was rated highest, and it was the preferred
choice of the CMF radiologists. To reach an acceptable level of
tracking for Hand, hand tracking technology needs to be clearly
improved.
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