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It has been known that the eigenvalues of a certain 2n X 
2n matrix can be obtained by use of two smaller matrices of 
order n which can be easily constructed. An algorithm is given 
to obtain the eigenvectors of the 2n X 2n matrix by use of 
the elgenvectors of the smaller matrices. 

1. I n t r o d u c t i o n  

Let the matrix 

I: ;] 
where A and B are real square matrices of order n, be de- 
noted by S, and the set of 2n eigenvalues of S by X(S). 
Friedman proved that  h(S)  = [X(P = A + B),  
h(Q = A - B)] ,  [1, 2]. Therefore, the eigenvalues of the 
2n X 2n matr ix S can be obtained by solving for the eigen- 
values of two n ~ n matrices, P and Q. The use of the 
smaller matrices instead of S requires less computer storage 
and a smaller number of arithmetic operations which, in 
turn, results in less computer time and lower upper bound 
of roundoff error. For example, suppose the number of 
arithmetic operations for an n X n matrix is of order n ~. 
In this case the number of arithmetic operations in using 
two n X n matrices is of order 2n ~ as opposed to (2n) ~ in 
using the original 2n × 2n matrix. Therefore, the saving 
in the number of Mrthmetic operations in using the smaller 
matrices instead of the original one is about 75 %. 

Examples of matrices of the form S can be found in the 
theory of directional couplers [3] and in overlapping 
polymer chains [4]. 

2. E i g e n v e c t o r s  

The approach of using smaller matrices can also be ex- 
tended to the problem of computing eigenvectors. Let  
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t t f 

xi  = (xi~, x ~ ) ,  where primes denote transposes, be the 
eigenvector of S belonging to an eigenvalue X~. Thus 
Sx~ = h~x~ can be written as 

A x i l  + Bxi2 = Xixil (1)  

Bxi~ + Ax~: = X~xi~. (2) 

Adding the above two equations and letting P = A + B 
give 

P y i  = ~ y  ( i  ~ I i)~ (3) 

where 

y~ = x~ + x~2, ~ = h~, (~ C //1) (4) 

and I1 is the set of integers (1, 2, . - . ,  n) .  Similarly, sub- 
tracting (2) from (1) with Q = A - B gives 

Qz~ = wz~ ( i  C 12) (5) 

where 

zi = xll -- xi2, ~i = h~ ( i  E I2) (6) 

and I2 is the set of integers (n + 1, n + 2, • •. ,  2n). Note 
that  the y~ and z~ above may be replaced by any nonzero 
multiples. 

After the complete eigenvalue problems of P and Q are 
solved, it is possible to form the eigenvectors of S by in- 
spection according to the following algorithm. 

ALGORITHM 1. To obtain xk belonging to hk of S, follow 
the following steps: 

1. Is k C 11? If not, go to step 3, otherwise proceed to 
step 2. 

! ! ] 

2. IsX~C X(Q)? If not, xk = (Yk, y~). If yes, search 
for the eigenvector zj of Q belonging to vj = hk. Then 

! l f f f 
form xk = (yk + czj , yk -- czj ), where c is an arbitrary 
constant. Stop or exit. 

3. Is hk C h(P)~. If not, xk' = (zk', - -zk ' ) .  If  yes, search 
for the eigenvector yj of P belonging to ~j = kk. Then 

! ! ! 

formxk = (zk' + cy / ,  cyl -- zk ). 

PaOOF. Substracting (2) from (1) with k~ replaced by 
~i for the case when i C 11 gives 

Qr~ = # ~ i  (7) 

where 

rl = x~l -- xi2 (i  C I1) .  (8) 

Now we observe that  

(i) ~i ~ h ( Q )  ~ [ Q  - ~ J l  ~ O ~ r i  = O ~ x ~ t  - xi2 = 
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0 ~ x~.~ = x i2 .  Therefore, from the first part  of (4),  
x a  = x~2 = y~/2 .  The factor ½ need not be used because 
eigenvectors are obtained only up to a constant multiplier. 

(ii) uiC h(Q) ~ ul = ~TJ, (j  E I2) ,  ~ r ~  = czj  = 

x ~  - x~.~, where c is an arbitrary constant. Therefore, 
cz~ = x~I - -  x~2 and Yi  = xlI  + xi~ give xi i  = (y~ + c z~ ) /2  

and x ~  = (y~ - c z~) /2 .  Again the constant factor need not 
be used. 

A proof for the case i ~ I 2  can be similarly constructed. 

3 .  A N u m e r i c a l  E x a m p l e  

As an illustration of the use of Algorithm 1 we consider a 
4'~Xfl matrix 

S = 

0.25 3.25 --1.25 --1.25]  

- - 1 . 2 5  0.75 - 1.75 3.25 / . 

- -  1.25 0.25 3.25 / 

3.25 -- 1.25 0.75] 

- -  1 .25  

- -  1 .75  

From (9) we have 

i1.  Q = A  - B  = 
10.5 --2.5 

(9) 

(to) 

Solving for the eigenvalues and eigenvectors of P and Q 
gives h (P )  = (~,~, h2) = ( u i ,  u~) = (1, 2 ) ; ( ~ ( Q )  = 
(k3, k4) = (w, m) = (2, --3) ,  Yi' = (1, 1), y2' = (~,!1), ? 
z3 = (9 ,1 ) ,  and z j  = ( - 1 , 1 ) .  

By use of Algorithm 1 the eigenvector of S belonging to 
M = 1 can be formed by noting that  k~ ~ k(Q). Therefore, 
x t '  = ( j ,  y t ' )  = (1, 1, 1, 1). Similarly, to form x2 belong- 
ing to k2 = 2 we note that  k2 E k(Q). In particular k2 = k3. 

! ! ! 
Therefore, x2 = (y2 + c z 3 , y 2 - -  c z J )  = ( ~  + 9 c ,  1 + c, 

- -  9c, 1 - -  c ) ,  where c is an arbitrary constant. 
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CHEBYSCHEV CURVE-FIT  (REVISED) [E2] 
J. BOOTI~nOYD (Recd. 15 May  1967) 
University of Tasmania, Hobart ,  Tas., Australia 

p r o c e d u r e  chebfit(x, y, n, a, m); v a l u e  n,  m; 
array  x, y, a; i n t e g e r  n,  m; 

c o m m e n t  evaluates ,  in a[O] th rough  a[m] of a[O:m+l] ,  the  co- 
efficients of an ruth order polynomial  P(x) = ao + alx + • .. a,,z "~ 
such t h a t  the  maximum error abs(P(xi)-y~)) is a min imum over 
the  n ( n > m + l )  sample points  x, y[ l :n] .  The  x[i] must  form a 
s t r ic t ly  monotonic  sequence. 

This  procedure is an extensive revision of Algor i thm 91 (Albert  
Newhouse,  Chebyshev Curve-Fi t ,  Comm. ACM 5 (May 1961), 
281). The  polynomial  P(x) is a best-fi t  polynomial  in  the Cheby-  
shev sense as described by  Stiefel (Numerical Methods of Tcheby- 
cheff Approximation), in Langer  (En.), On Numerical Approxi- 
mation, U. of Wisconsin Press,  1959, pp. 217-232. Stiefel (p. 221) 
shows t h a t  the  procedure mus t  t e rmina te  a f te r  a finite number  
of steps. This  is not  always so wi th  imperfect  ar i thmet ic ,  where 
roundoff errors may  cause cycling of the  chosen reference sets. 
This  condi t ion is detected by  checking t h a t  the  reference devia- 
t ion is always raised monotonical ly .  At  exit  the  absolute  value 
of a[m-+-l] yields the  final reference deviat ion.  Negat ive  a [ m + l ]  
indicates  t h a t  the procedure has  been t e rmina ted  following the  
detec t ion of cycling; 

b e g i n  
i n t e g e r  i, j ,  k,mplusl, ri, i l ,  imax, rj, j l ;  
rea l  d, h, ail,  rhil, dehorn, ai, rhi, xj, hmax, himax, xi, hi, abshi, 

nexthi, prevh ; 
i n t e g e r  array  r [ 0 : m + l ] ;  array  rx, rh[O:m+l]; 
mplusl := m + 1; prevh := 0; 
c o m m e n t  index vector  for ini t ia l  reference set ;  
r[0] := 1; r[mplusl] := n; 
d := (n--1)/mplusl; h := d; 
for  i := 1 s t e p  1 u n t i l  m do  
b e g i n  r[i] := h + 1; h := h + d e n d ;  

slart:h := - 1 . 0 ;  
c o m m e n t  select m + 2 reference pairs  and set  a l te rna t ing  

devia t ion  vector ;  
for  i := 0 s t e p  1 u n t i l  mplusl do 
b e g i n  

ri := r[i]; 
rx[i] := x[ri]; a[i] := y[ri]; 
rh[i] := h := --h 

e n d  i ; 
c o m m e n t  compute m + 1 leading divided differences; 
for  j := 0 s t e p  1 u n t i l  m do 
b e g i n  

i l  := mplusl; ail := a[il];  
rhil := rh[il]; 
for  i := m s t e p  --1 u n t i l  j do  
b e g i n  

denom := rx[il] -- rx[i--j]; 
ai := a[i]; rhi := rh[i!; 
a[il] := (ail--ai)/denom; 

(Continued on page 803) 
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