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ABSTRACT

Waste management is a complex and challenging process, especially
waste classification to sort waste by categories. The paper aims
to overcome these challenges by proposing a waste classification
approach that uses various feature extraction algorithms along with
a support vector machine (SVM). The purpose is to identify the most
effective feature for building a classification model, even with a
low number of samples and high intra-class variance. SVM was
used for classification while Fourier descriptors (FDs), histogram of
oriented gradients (HOG), and local binary pattern (LBP) were used
for feature extraction. The dataset used in this paper was obtained
from Kaggle.com and Google.com with different types of vision
problems. The experimental results showed that classification with
LBP feature extraction achieves the highest accuracy. This accuracy
is higher than the experiments with other feature extractions.
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1 INTRODUCTION

Based on data from the World Bank, there has been a significant
surge in waste production in recent years. In 2020, the global gener-
ation of solid waste amounted to approximately 2.24 billion tonnes,
and it is projected to reach 3.88 billion tonnes by 2050 [1, 2]. Due
to the volume of waste, sorting the waste at the beginning of the
waste management process will increase the amount of recyclable
materials and lessen the chance that other materials will contami-
nate the environment. If the waste is separated and recycled using
the most modern technological breakthroughs, it gains value and
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becomes a useful entity. Nonetheless, the existing recycling proce-
dures demand manual sorting at recycling facilities and rely on a
complex system of extensive filters to distinguish specific objects.
Consequently, waste classification has gained considerable atten-
tion among researchers and holds great promise as an application
of computer vision within the industry.

Computers can now analyze and extract information from visual
input owing to the branch of study known as computer vision. The
two most popular uses of computer vision are object detection and
image classification. Image classification is the process of predict-
ing the class or category of an object. Both object detection and
image classification have seen substantial use of machine learning
and deep learning techniques. Image classification-based machine
learning exploits the potential of algorithms to learn previously
unknown information from a dataset containing both structured
and unstructured patterns, while deep learning, a type of machine
learning that uses numerous hidden layers within a model, is the
most commonly used approach in the field today.

2 RELATED WORKS

The research community has recently given image-based waste
classification systems a lot of attention. Over the past few years,
several intriguing solutions using a variety of approaches and tech-
nology have been put forth. This section reviews the existing waste
classification systems that operate in varied environments utiliz-
ing conventional machine learning and deep learning techniques.
The advantages and limitations of each approach are described to
support our study.

2.1 Waste classification systems based on
conventional machine learning techniques

There are some researchers who concentrate on extracting features
to be carried out the unique features of a waste object that can
describe the characteristics of the object.

In 2020, K. Ahmad et al. [3] introduced an approach to classify
waste called double fusion that combines multiple deep learning
models using feature and score-level fusion methods. There are
three steps: feature extraction, classification, and fusion. Deep
features were extracted using several deep models, followed by
Support Vector Machine (SVM) based classification. While six dif-
ferent fusion methods were employed and compared, including two
feature-level fusion schemes, i.e., discriminant correlation analy-
sis, and simple concatenation of deep features and four late fusion
methods, i.e., particle swarm optimization, genetic modeling of
deep features, induced ordered weighted averaging, and a baseline
method. The goal is to leverage the diverse and complementary fea-
tures extracted by different models to enhance waste classification.
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Their results demonstrated that the fusion of multiple deep models
outperforms the individual models by exploiting their learning ca-
pabilities. However, the performances of the models vary across
different waste categories due to the lower number of samples in the
class and high intra-class variations. Next, A. P. Puspaningrum et al.
[4] proposed waste classification using the Support Vector Machine
(SVM) for classification and Scale Invariant Feature Transform -
Principal Component Analysis (SIFT-PCA) for feature extraction.
The SIFT algorithm was a suitable method for detecting and de-
scribing waste image keypoints and descriptors while the PCA
algorithm was used to reduce the dimensionality of the extracted
features. This is important to accurately recognize waste objects
and reduce the dimensionality of the extracted feature data. The
experimental results indicated that waste classification using SIFT
feature extraction outperformed the SIFT-PCA combined feature
extraction method in terms of accuracy. According to the PCA
algorithm reduced the important components of the SIFT feature
vectors used in the classification process. S. K. Behera et al. [5] then
represented a deep learning model to improve waste classification
ability, along with the use of Support Vector Machine (SVM). They
used You Only Look Once version 3 (YOLOv3) for object detection
and feature extraction. Their experimental results indicated that
the improvement in terms of accuracy and memory utilization.

2.2 Waste classification systems based on deep
learning techniques

In recent years, deep learning techniques have been widely used
in image classification and have proved very effective at waste
classification as follows.

In 2019, CompostNet model [6] was presented for waste classifi-
cation. The waste materials were categorized using a convolutional
neural network, with an emphasis on compostable, recyclable, and
landfill materials. Two different approaches were designed: one
using a custom model and the other using transfer learning with
a pre-trained image classification model, i.e., MobileNet. The ex-
perimental results showed that the transfer learning approach had
better success. This paper does not explore the use of other deep
learning models for waste classification to compare performance
with CompostNet. Next, A. Vo et al. [7] proposed deep neural
networks called DNN-TC for waste classification. Their model is
an improvement of ResNext to improve the predictive performance
of waste classification. Their dataset belongs to three different
classes: Organic, Inorganic, and Medical wastes. The experimental
results showed that their model improved the accuracy of waste
classification, particularly in distinguishing between Organic and
Inorganic classes. However, the model did not significantly im-
prove the classification accuracy for the Medical class compared to
ResNext101. In 2020, Z. Yang et al. [8] proposed WasNet system,
which includes a lightweight neural network for waste classifica-
tion, an intelligent trash can, a waste recognition application, and
a visualization and decision support platform. Their model referred
to how high-precision neural networks are currently designed. To
get the optimum model for their dataset, the experiment was con-
tinuously changed for the number of convolutional layers, as well
as the depth and width of the model. The system was tested on an
extended dataset and showed reliable performance. The authors
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concerned the challenge of multi-label waste classification, where
waste items may belong to multiple categories. In 2021, a fully au-
tomated waste management system [9] was developed for reducing
the risk of health issues for municipal workers and preventing the
spread of transmissible diseases. The authors utilized Convolutional
Neural Networks (CNN) for waste classification and employed an
Internet of Things (IoT) system to integrate the waste management
process with hardware devices, such as servo arms controlled by
Arduino, for automated segregation. Their system achieved accu-
rate waste classification into organic and recyclable categories with
high accuracy. Next, several convolutional neural networks (CNN),
specifically AlexNet, DenseNet121, and SqueezeNet were imple-
mented for waste classification by A. E. B. Alawi et al. [10]. The
models were trained on waste images to learn the features and pat-
terns associated with different waste categories, enabling accurate
classification. The performance of the models was evaluated based
on accuracy, with DenseNet121 achieving the highest accuracy. The
authors suggest expanding the number of images and using differ-
ent datasets to improve performance. Then, GarbageNet [11] was
developed. This framework utilizes transfer learning techniques,
feature mixup module, memory pool, and metric-based classifier to
enhance the model’s capability and achieve noise-robust features.
The experimental results demonstrated that GarbageNet outper-
forms other visual recognition models in terms of accuracy and
robustness. After that, R. Faria et al. [12] introduced a method to
automatically classify waste into four categories: organic waste,
glass waste, metal waste, and plastic waste. Several convolutional
neural networks (CNN), including 3-layer CNN, VGG16, VGG19,
Inception-V3, and ResNet50, were implemented for training on the
dataset. Among them, VGG16 achieved the highest accuracy out-
performing other models. Their method does not concern testing on
a larger scale or in different environmental contexts, which could
affect the reliability and applicability of the results. Finally, the use
of EfficientNet-B0 and MobileNets-V1 was represented to classify
waste accurately by W. Mulim et al. [13] and L. F. Nurahmadan
et al. [14], respectively. For EfficientNet-BO model, the authors
also modified EfficientNet-BO model with additional layers, such
as 2D pooling, batch normalization, and dropout including tuning
hyperparameters to improve the classification performance. The
datasets used for waste classification were pre-processed by scaling
them to 224x224 and adding an augmentation layer before inputting
them into the model. The model encountered difficulty with recy-
clable images, especially in terms of recall capability, indicating
the need for further analysis and dataset variety to address this
issue. For MobileNets-V1, the authors used to classify waste for
three categories: Non-Recyclable, Organic, and Recyclable. The
MobileNets-V1 model showed excellent performance in waste classi-
fication, indicating its effectiveness in accurately classifying waste
types. In 2023, M. Polchan et al. [15] compared five models in-
cluding MobileNetV2, InceptionV3, ResNet34, VGG16, and CNN
to develop a mobile application for waste classification. The waste
was classified into four categories: Wet waste, General waste, Re-
cyclables, and Hazardous waste. The MobileNetV2 was found to
have the highest validation results. The authors suggest using data
augmentation for the learning of the VGG16 and InceptionV3 mod-
els to address data overfitting issues. Recently, A. Pandey et al.
[16] investigated waste classification using Convolutional Neural



Conventional Machine Learning Approach for Waste Classification

Networks (CNNs) and compared it with Support Vector Machine
(SVM) for categorizing three categories: Plastic, Paper, and Metal.
The authors explored the use of two popular CNN architectures, i.e.,
VGG16 and FastNet-34. Their study compared the performance of
CNNs with SVM for waste classification. The experimental results
showed that SVM had higher accuracy compared to CNN for three
waste categories, but CNN had potential for higher accuracy once
hyperparameter optimization challenges are overcome.

According to the literature reviews, we found that Support Vector
Machine (SVM) is one of the popular classification algorithms that
is known to perform well to classify data [17] and obtains higher
accuracy compared to convolutional neuron networks (CNNs) for
waste classification. Therefore, waste classification is carried out
using the SVM algorithm with various feature extraction algorithms
in this paper. We aim to identify the most effective feature for
building a classification model, even with a low number of samples
and high intra-class variance. We also focus on categorizing waste
to determine whether it falls into the bottle, can, or snack package
category, with the primary goal of enhancing waste management
process.

3 PROPOSED METHOD

An overview of our proposed method is shown in Figure 1. There
are several processes including data collection, feature extraction,
model training, and model evaluation. Details of each process are
described as follows.

3.1 Data Collection

This paper uses waste images as dataset obtained from Kaggle.com
and Google.com with various types of vision problems such as
illumination conditions, insufficient data, and object size and posi-
tion. The dataset is in JPG format and contains 165 waste images
of various sizes. The dataset has been categorized into three cat-
egories, namely bottle, can, and snack package. Each image has
been labeled and named according to the name of its category fol-
lowed by a number. Each object in the dataset from Kaggle.com
is captured on a white background and each object in the dataset
from Google.com is captured on a complex background. Figure 2
displays several examples of waste images from each category. The
dataset is divided into a training set comprising 85% of the data and
a test set comprising 15% of the data for each category.

3.2 Feature Extraction

Feature extraction is a process that extracts a set of unique features
of a waste object to increase the effectiveness and efficiency of
waste classification [18]. In this paper, we use three algorithms to
extract and describe feature points of a waste object, i.e., Fourier
Descriptors (FDs), Histogram of Oriented Gradients (HOG), and
Local Binary Pattern (LBP). Note that, the images are resized to 512
by 512 pixels before being extracted feature points.

3.2.1 Fourier Descriptors (FDs). Before using Fourier descriptors
(FDs), we first perform Canny edge detection to find edges in each
waste image. Then, the Fourier transform is applied to the sample
points of these edges, resulting in a shape descriptor. Note that FDs
are invariant to location, scale, rotation, and starting point.
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Figure 1: An overview of our proposed method

3.2.2  Histogram of Oriented Gradients (HOG). The Histogram of
Oriented Gradients (HOG) is a feature descriptor. It counts the
instances of gradient orientation within a given region of the waste
image. The HOG description emphasizes the structure or shape of
the waste object. Since it computes features based on the magnitude
and direction of the gradient, it is superior to other edge descriptors.
It creates histogram for the areas of the waste image based on the
magnitude and direction of the gradient. Figure 3 illustrates the
examples of HOG generated from each category.

3.2.3 Local Binary Pattern (LBP). Local Binary Pattern (LBP) serves
as alocal descriptor based on the pixel neighborhood around a given
pixel. This neighborhood is defined by P neighbors within a radius
of R. LBP is known for its strong ability to identify all potential
edges in the image. Figure 4 shows the examples of LBP generated
from each category.

3.3 Model Training

Support vector machine (SVM) is learning algorithm and supervised
learning model that examine data for regression and classification.
Finding a hyperplane in an N-dimensional space (N is the number
of features) that categorizes the feature points clearly is the goal
of the support vector machine method. The following are some
common techniques for performing multi-classification using SVM:
One versus One (OvO), and One versus Rest (OvR). Since the run-
time is substantially less and the results are often identical, OvR
classification is typically used in practice [17].

Sets of features extracted using several algorithms from the
previous process are followed by SVM to classify waste of each
category.
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Figure 2: Examples of waste images from each category (1t and 2"4 rows are the examples from Kaggle.com and Google.com,

respectively.)

Figure 3: Examples of HOG generated from each category,
i.e, bottle, can, and snack package, respectively

3.4 Model Evaluation

The assessment of classification performance involves the com-
putation of accuracy. Accuracy is a method used to measure the
total number of correct predictions made by a model and can be
quantified using the formulas (1) - (4) below.

TP+TN
accuracy = (1)
TP+TN +FP+FN
.. TP @)
precission = om0
TP
Il = ———— 3
T T TP PN ®
Fle2s precision = recall @

precision + recall
where TP or True Positive is correct results, TN or True Negative
is correct absent results, FP or False Positive is unexpected results,
and FN or False Negative is False results. Precision is the ratio of
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True Positives to all positive predictions, while recall is the measure
of the model correctly identifying True Positives.

4 EXPERIMENTAL RESULTS

In this paper, the training process is divided into three sets, con-
sisting of the use of each feature extraction algorithm followed by
SVM. The SVM parameters, namely C and gamma (y) parameters,
are 1 and 0.0001, respectively. The experimental results can be seen
in Table 1 below which are presented in terms of precision, recall,
and F1 score for each category. Table 2 shows the average accuracy
of each feature extraction algorithm followed by SVM.

From the experimental results, it is clear that the use of only one
LBP can extract image features and use them for classification. It
is not good for using the descriptors of HOG since HOG was not
able to extract the features of the images well enough for use in
classification, which caused the results of drop as well, and on the
part of FDS, there were no good results. This may be because we
have to sample the same points from each image, which causes
some information to be lost.

5 CONCLUSION

The paper proposes an approach to waste classification based on
conventional machine learning techniques. The proposed method
combines feature extraction to obtain unique features of waste
objects and a Support Vector Machine (SVM) for waste classification.
Experimental results have shown that Local Binary Pattern (LBP)
followed by SVM can classify the waste images into three different
categories and outperforms the other methods. LBP is the effective
feature for building a classification model with a low number of
samples and high intra-class variance. Future work should acquire a
new dataset with a larger number of waste categories and different
complexity levels to achieve good accuracy and should consider
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Figure 4: Examples of LBP generated from each category, i.e., bottle, can, and snack package, respectively

Table 1: Results in terms of precision, recall, and F1 score for each category

category feature extraction precision recall F1 score
algorithm
bottle FDs 0.36 0.33 0.34
HOG 0.56 0.60 0.58
LBP 0.83 0.67 0.74
can FDs 0.31 0.24 0.27
HOG 0.53 0.53 0.53
LBP 0.81 0.76 0.79
snack package FDs 0.38 0.61 0.54
HOG 0.76 0.72 0.74
LBP 0.77 0.94 0.85

Table 2: Average accuracy of each feature extraction algo-
rithm followed by SVM

feature extraction average accuracy
algorithm
FDs 0.40
HOG 0.62
LBP 0.80

using other classifiers to handle multi-class classification compared
with SVM.
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