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ABSTRACT
The emergence of Large Language Models (LLMs) have revolution-
ized the field of Natural Language Processing (NLP) by changing the
focus of technical development from features engineering, architec-
ture engineering, and objective engineering to prompt engineering.
The main goal of the prompt engineering is to craft clear and con-
cise instructions, known as input prompts, for LLMs to effectively
perform the targeted NLP task. Semantic Textual Similarity (STS)
is one such significant NLP task, which aims to assess the similarity
between the semantic meanings of two input sentences. Numer-
ous approaches have been proposed in the literature, including
syntactic similarity evaluations, word-embedding based methods,
and dedicated model training. However, these approaches require
substantial effort, such as creating extensive annotated datasets
and training dedicated STS models.

This research introduces CoT-STS, which aims to customize the
use of the chain-of-thought prompting with LLMs for the STS task.
We proposed four influential factors as part of the Chain-of-Thought
approach, including theme similarity, participating object similar-
ity, similarity of the activity being carried out, and the evaluation
of other factors before arriving at the final similarity assessments.
The application of the proposed CoT-STS on the BIOSSES dataset
achieved a Pearson’s correlation of 0.72, surpassing the 0.45 correla-
tion achieved by the standard prompting and the correlation of 0.71
achieved by the existing zero-shot CoT methodology. The result
achieved demonstrates the potential of LLMs with an appropriate
prompting strategy to significantly improve the performance of the
STS task.
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1 INTRODUCTION
Semantic textual similarity (STS) is a natural language processing
(NLP) task that seeks to assess the level of semantic similarity be-
tween a pair of text [1]. It empowers NLP systems to comprehend
and process human language more effectively, leading to improved
responses and enhancing various applications, including informa-
tion retrieval, question-answering, paraphrase detection, language
translation, and information extraction [2]. Over time, researchers
have proposed diverse methodologies for STS, spanning from syn-
tactic and structural evaluation, word-embedding methods to deep
learning-based approaches, with the latest focus being on Large
Language Models (LLMs) [2], [3].

The emergence of LLMs have revolutionized the field of NLP
due to their ability to perform various language-related tasks, such
as text processing, text generation, translation, sentiment analy-
sis, question-answering, and more [4]. These models have shown
remarkable performance in understanding context, grammar, and
semantics, allowing them to generate coherent and contextually
appropriate responses. Therefore, it has transformed the focus of
the NLP research and technical development from features engi-
neering, architecture engineering, and objective engineering to
prompt engineering.

Prompt engineering is the process of formulating precise and
efficient instructions, referred to as prompts, which guide LLMs
in carrying out specific NLP tasks. These prompts enforce con-
straints, rules, automate processes, and ensure desired qualities and
quantities of the generated output [5]. Previously, various prompt-
ing methodologies have been proposed and applied, including role
prompting, zero-shot prompting, few-shot prompting, and Chain-
of-Thought (CoT) prompting [6], [7]. The CoT prompting method
enhances the reasoning capabilities of LLMs by breaking down the

135

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3639592.3639611
https://doi.org/10.1145/3639592.3639611
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3639592.3639611&domain=pdf&date_stamp=2024-04-13


AICCC 2023, December 16–18, 2023, Kyoto, Japan Musarrat Hussain et al.

target NLP task into intermediate sub-steps and seeking their solu-
tions before generating the final results. This methodology can help
in improving various NLP tasks including STS. However, the CoT
methodology requires a detailed sub-steps example so that LLMs
can mimic the reasoning processing of dividing a problem into
sub-steps before arriving at final solution. While in case of sematic
similarity evaluation, as highlighted by Deshpande et al. [1], the
task of STS is inherently ill-defined, as the similarity between a pair
of text can fluctuate significantly depending on various attributes
and factors being considered. Therefore, identifying the most appro-
priate and influential factors and sub-steps of the Chain-of-Thought
can increase the overall performance of the STS task.

This research proposes CoT-STS, a novel semantic textual similar-
ity approach, which is founded on the innovative chain-of-thought
prompting methodology. The CoT-STS comprehensively assesses
and constraints the similarity between two input texts through four
key factors as chain-of-thought aspects. These factors encompass
theme similarity, the similarity of objects involved, the similarity
of activities described within both texts, as well as other potential
factors that influence similarity. The identified influential factors
remain the same throughout the evaluation and across various
datasets. In the evaluation phase, the effectiveness of the CoT-STS
is demonstrated through its ability to aggregate individual sim-
ilarity scores from these chain-of-thought aspects to produce a
final similarity score. This innovative approach was tested on the
BIOSSES dataset, boasting a Pearson’s correlation coefficient of
0.72. This result is significantly higher than the 0.45 correlation
achieved with conventional prompting methodology as well as 0.71
correlation score of existing zero-shot CoT methodology [8]. The
result achieved reveals the substantial potential of leveraging LLMs
in combination with a well-suited prompting methodology like
CoT-STS to significantly enhance the performance of the STS task,
offering new avenues for advancing the field.

2 RELATEDWORK
The objective of STS is to evaluate the semantic similarity of two
text snippets. Researchers have proposed various methodologies
in the past to achieve this objective. The proposed methodologies
can be broadly divided into three categories, including syntactic
or string based similarity, structural, and semantic similarity mea-
sures [3], [9]. Syntactic similarity measures mainly focus on the
tokens of the text and evaluate word overlap between two texts for
similarity evaluation; however, they suffer from token synonyms
and polysemy, as the same content can be represented in diverse
textual forms using different terminologies. Commonly used syn-
tactic similarity evaluation methodologies include bags of words
overlap, Jaccard similarity, windows of words overlap, the ratio of
shared skipped bigrams, edit distance, and others, [3], [10].

On the other hand, the structural similarity measures evaluate
the lexical structure and taxonomical relationships among vari-
ous words using diverse parsing methodologies [11], [12]. These
methods help in decomposing various clauses and their associated
structure to ensure the similarity between text pairs. The primary
drawback of these methods roots back to the basic hypothesis that
similar structured text tends to be semantically similar, which is not
always true; diverse text can have similar structure, and the same

structured text can have a different meaning. To overcome this
drawback, researchers moved on to embedding-based similarity
evaluations [13]. The most commonly employed techniques for
assessing similarity rely on embeddings. In this approach, both
input texts are converted into vector representations (embeddings),
and the vectors are evaluated using similarity measures such as
Cosine similarity for their semantic similarity evaluation. Despite
wide usage, the correctness of embedding-based methods heavily
depends on the text-to-vector transformation methodology; accu-
rate representation leads to more robust performance, and, vice
versa.

In recent years, the advancement of generative AI and LLMs
have caused a paradigm shift in all NLP-related tasks, including the
STS. The NLP research of the current era is more focused on the
utilization of LLMs with effective prompt methodologies, which
are the driving force behind the LLMs [7], [14]. Some of the most
common prompting methodologies include, shot-prompting, chain-
of-thought (CoT) [7], zero-shot CoT [8], Auto CoT [15], Least-to-
Most [16], DecomP [17], and plan-and-solve prompting [18]. All
of these prompting methodologies aim to provide LLMs with ap-
propriate context of handling various NLP tasks. In particular the
widely used prompting methodology Chain-of-Thought (CoT) [7],
which aims to break down a task into sub-steps to make LLMs bet-
ter understand the problem and increase its reasoning capabilities.
However, building sub-steps examples could be difficult in some
satiation, therefore, Kojima et al. [8] proposed a zero-shot version
of this methodology hereafter zero-shot CoT. The authors were able
to produced comparable results in zero-shot settings by providing
LLMs with a string of “lets think step by step”. The provided string
enables LLMs to identify sub-steps required to solve a problem
and apparently produce appropriate results for complex problems.
LLMs with effective prompt methodologies have already proven
results in various domains, including clinical text de-identification
[19], among many others [20]. However, to the best of our knowl-
edge, this is the first study exploring the application of prompt
engineering with LLMs for STS evaluation. As highlighted by Desh-
pande et al. [1], for appropriate semantic similarity evaluation, we
need to provide the model with explicit targeted aspects, because a
text may be semantically equivalent in one aspect while may have
completely different sematic meanings in other. Therefore, taking
inspiration from Deshpande et al. [1] and Kojima et al. [8] who
proposed a zero-shot CoT, the proposed methodology utilizes zero-
shot Chain-of-Thought and conditions the similarity evaluation on
four major factors, including theme, participating objects, activities,
and others. We believe conditioning the STS task on the provided
factors help LLMs to better evaluate semantic similarity of a text
pair. Therefore, this research can be a stepping stone for the appli-
cations of effective prompt engineering and LLMs for evaluating
the semantic similarity of text pairs.

3 PROPOSED METHODOLOGY
The similarity between a pair of texts can be influenced by multiple
factors, as mentioned in Deshpande et al.’s work [1]. Consequently,
it is necessary to break down the task of evaluating similarity into
sub-tasks to enhance the evaluation process. Thus, the proposed
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Figure 1: Standard vs proposed zero-shot CoT-STS prompts used for STS evaluation.

CoT-STS methodology breaks down the STS task into four sub-
factors as part of the Chain-of-Thought framework. In our opinion
the most important factors impacting textual similarity includes;
theme of the text, participating objects, activities being carried out,
and any additional factors described in the sentences. The resultant
proposed CoT-STS prompt, compared to the standard prompt, is
shown in Figure 1.

In the context of textual analysis, theme pertains to the central
subject matter addressed within a given text.

Therefore, it stands as a pivotal determinant, significantly im-
pacting the level of textual similarity observed between two text.
When two texts share a common theme, they often exhibit a higher
degree of similarity in their content and language, resulting in a
substantial overlap of semantic meaning. Conversely, when text
excerpts delve into disparate thematic domains, the semantic corre-
lation between them becomes notably minimal, even if they employ
similar lexical tokens or words. Thus, within the framework of
our CoT prompt, we have prioritized theme as the primary factor
influencing text similarity. As such, our initial consideration point
“Similarity between the themes of the sentences” focuses on evalu-
ating the similarity between the themes encapsulated within the
sentences under examination.

The second important factor that plays a crucial role in determin-
ing textual similarity pertains to the participating objectsmentioned
within the text. When the objects in two texts are similar, it tends
to result in a higher degree of semantic similarity between them.
Conversely, if the objects in the texts are diverse or dissimilar, it
can have a negative impact on the similarity between pairs of texts.
Hence, we can categorize this as the second factor of the prompt,
which we refer to as the “Similarity of participating objects”. How-
ever, it is also important to note that a text might feature similar
objects engaged in various activities. In light of this, we need to
consider the activities being carried out within the text as another

factor influencing its semantics. This can be described as the “Simi-
larity of the activities being carried out in each sentence” making it
our third factor to examine in the context of text similarity analysis.

Additionally, there may be some additional factors that can mod-
ify textual meaning. Therefore, we include the text “Any other
factor described in the sentence” as an additional factor of the Chain-
of-Thought for evaluating textual similarity. In our opinion, the
aforementioned four factors are good enough to evaluate the se-
mantic similarity of a text pair. The final score of a text snippet is
achieved by averaging the aforementioned factors individual scores
as shown in the Equation 1. where S is final similarity score and
B8 represent individual factor similarity. As we have utilized only
four factors as part of the Chain-of-Thought, therefore N=4 in this
special scenario, theme, participating objects, activities, and other
factors similarities, respectively. In this study, we have considered
each factor with similar importance; however, diverse weightage
can be defined for various factors to give more emphasis to some
aspects compared to others. This holistic approach allows for a
more comprehensive assessment of the semantic aspects of the text
and contributes to a deeper understanding of its similarity to other
texts.

( =
1
#

∑#

8=1
(B8 ) (1)

4 EXPERIMENTAL SETUP
The proposed methodology, presented in Section 4, represents a
theoretical framework for semantic similarity evaluation. To con-
struct a robust implementation and assess the effectiveness of the
proposed framework, we utilize the ChatGPT version 3.5 inter-
face1 on the Biomedical Semantic Similarity Estimation System
(BIOSSES) dataset [21]. For each sentence evaluation, we refresh
the ChatGPT interface to reset its context before each sentence pair.
The BIOSSES dataset comprises a total of 100 sentences from the
biomedical domain, each annotated by five independent human

1https://chat.openai.com

137



AICCC 2023, December 16–18, 2023, Kyoto, Japan Musarrat Hussain et al.

Figure 2: Pearson correlation comparison among the standard prompt, zero-shot CoT and the proposed CoT-STS prompt results
in contrast with human annotators.

experts with scores ranging from 0 to 4. Therefore, we instructed
ChatGPT to provide a score within the same range of 0 to 4. A
score of zero indicates a significant difference in semantic meaning
between the two sentences, while a score of four indicates a perfect
semantic match.

The Pearson’s correlation coefficient is used as an evaluation met-
ric, measuring the linear relationship between scores. The Pearson
score varies between -1 and +1, where 0 indicates no correlation,
while -1 or +1 imply a perfect linear relationship. The negative and
positive signs indicate the direction of the correlation in terms of
negative and positive correlations, respectively. However, in our
setting, we treat both correlations as equivalent, regardless of their
direction.

5 RESULTS AND DISCUSSION
The prompts depicted in Figure 1 serve as essential instructions
guiding ChatGPT’s evaluation for similarity scores. The prompts
are evaluated by individually inserting all the sentences from the
BIOSSES dataset into the standard (base-line), zero-shot CoT (state-
of-the-art related methodology) and CoT-STS prompts (proposed
methodology), resulting in similarity scores ranging from 0 to 4.
The assessment outcomes, as measured by Pearson’s correlation, are
then presented in Figure 2, highlighting the comparison between
the standard prompt, zero-shot CoT and the innovative CoT-STS
prompt. These results are compared with those obtained from
human annotators (Annotator A, Annotator B, Annotator C, Anno-
tator D, Annotator E, and their average)

The performance of various prompts within the context of simi-
larity evaluation is illustrated in Figure 2. The initial prompt, com-
monly referred to as the standard prompt, produces a correlation
score of 0.45. In contrast, a state-of-the-art approach known as zero-
shot CoT [8] attains a higher correlation score of 0.71. Conversely,

our proposed CoT-STS methodology achieves an even better corre-
lation score of 0.72, as compared to the average scores assigned by
human annotators. To obtain results on the BIOSSES dataset, we
follow the step-by-step methodology described in [9] for zero-shot
CoT.

The proposed CoT-STS prompt demonstrates a significant im-
provement of 0.27 points in correlation when compared to the
standard prompt. Furthermore, it exhibits a slight 0.01-point im-
provement compared to the zero-shot CoT. In addition to the mar-
ginal improvement in correlation score compared to the zero-shot
CoT, our methodology necessitates only a single request per text
pair, whereas the zero-shot CoT requires two requests per text pair.
The first request is used for extracting reasoning steps, followed
by another request for result extraction. In contrast, our proposed
methodology maintains the identified influential factors consis-
tently throughout the task, allowing us to extract results with just
a single request to ChatGPT.

Delving deeper into the specifics of our evaluation, when we
assess the CoT-STS prompt against individual annotators, we ob-
serve its superior performance with Annotator A, showcasing a
remarkable correlation score of 0.70. This impressive score repre-
sents a significant increase of 0.26 points compared to the standard
prompt’s performance and a marginal 0.01-point improvement over
the zero-shot CoT in correlation with this particular annotator. The
trend of substantial gains extends across the spectrum, as Anno-
tators B, C, D, and E all exhibit substantial enhancements in their
correlation scores. Specifically, we observe an improvement of
0.26, 0.24, 0.29, and 0.27 points, respectively, when comparing the
performance of the CoT-STS prompt to that of the standard prompt.
However, when we compare it to the zero-shot CoT, we find that
similar results were obtained with Annotators B and E. There was
a minor 0.06-point improvement in correlation with Annotator C
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and a slight 0.01-point improvement with Annotator D. As high-
lighted earlier, in addition to the improved correlation scores, the
proposed prompting methodology, CoT-STS, also excels in terms
of execution time efficiency. Unlike the zero-shot CoT, which re-
quires two requests per text pair, the CoT-STS prompt necessitates
only a single request for evaluating the similarity of a text pair.
Consequently, the results obtained underscore a consistent and
meaningful advancement in the CoT-STS prompt’s ability to cap-
ture semantic similarity. These findings disclose the potential of
conditioning similarity evaluation on factors such as theme, actors,
and activities. By incorporating these elements into the prompt,
the CoT-STS prompt clearly demonstrates its advantage in help-
ing language models better comprehend the semantic meanings
embedded within the provided text.

As previously mentioned, in our approach to determine the final
similarity score of a text, we follow a specific procedure. This
procedure involves the averaging of individual factor scores, as
outlined in the proposed CoT-STS equation shown in Equation 1.
It’s worth noting that in some instances, ChatGPT did not identify
any additional factors beyond the core elements of theme, objects,
and activities. Conversely, there were also cases where certain
sentence pairs contained more than one external factor, leading to
the generation of more than four distinct scores.

In all scenarios, regardless of the number of individual factors
detected, we consistently computed the final similarity score by
summing up these individual factor scores and then dividing the
sum by four. This standardization approach ensures that the final
similarity score remains consistent and comparable across different
text pairs. Furthermore, it is important to highlight that despite
our explicit instructions to generate output scores without textual
explanations, ChatGPT occasionally provided results accompanied
by explanatory text. Interestingly, this phenomenon was more
visible in the context of the CoT-STS prompt when compared to
the standard prompt. This variation in behavior between the two
prompts warrants further investigation and analysis.

6 CONCLUSION
The emergence of generative AI and Large Language Models (LLMs)
have drastically improved various NLP tasks, including question-
answering, information retrieval, text summarization, and others.
The focus of NLP research has shifted to the utilization of LLMs
through an efficient and effective prompt engineering methodol-
ogy. Therefore, this paper presents a zero-shot Chain-of-Thought
prompting methodology (CoT-STS) for evaluating semantic simi-
larity between text pairs using ChatGPT. We considered four fun-
damental factors, including theme, objects, activities, and other
external factors, as Chain-of-Thought elements affecting the sim-
ilarity measurements between text pairs. The evaluation of the
proposed CoT-STS, compared to the standard prompt, and zero-
shot CoT [8], on the Biomedical Semantic Similarity Estimation
System (BIOSSES) dataset resulted in a 0.27-point and 0.01-point
improvement in terms of Pearson correlation, respectively. The
results reveal the effectiveness of breaking down the STS task into
sub-factors. In the future, we will include an ablation study of the
targeted four factors and will also consider replacing the targeted

factor with a diverse set of factors to identify the most influential
Chain-of-Thought factors.
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