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ABSTRACT
As machine learning (ML) gains wider adoption in real-world ap-
plications, the validation of ML models becomes fundamental for
its productization, particularly in safety-critical applications. Re-
cently, data slice finding has emerged as a popular method for
validating ML models, but it requires additional metadata or cross-
modal embeddings for the slices to be interpretable. We propose
ConceptSlicer, an integrated workflow that facilitates the slicing
of computer vision models using visual concepts. This approach
breaks down the image dataset into interpretable visual concepts,
serving as metadata in the slice finding process. Our system offers
insights into model issues and enables a deeper understanding of
computer vision models’ strengths and weaknesses. We evaluate
ConceptSlicer through interviews with eight domain experts and
machine learning practitioners, and fine-tune the ML models based
on their feedback. Our study also highlights varied attitudes to-
wards large foundational models, encouraging contemplation of
the challenges and opportunities presented by this technological
advancement.

CCS CONCEPTS
• Human-centered computing→ Interactive systems and tools; •
Computing methodologies→Machine learning; Model veri-
fication and validation.
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1 INTRODUCTION
In recent years, the advancement of machine learning techniques
has significantly expanded the scope of problems that can be ad-
dressed through computational solutions. Notably, machine learn-
ing has been applied in various critical tasks, including but not
limited to intelligent transportation [8, 10, 22], medical image pro-
cessing [5, 23, 38], and e-commerce [54, 60]. Given the stringent
demands for effectiveness and reliability in these scenarios, it be-
comes imperative to ensure the validity of machine learning models,
particularly in terms of their robustness in critical edge cases [63].

Among existing fine-grained evaluation approaches, data slice
finding [3, 14, 45, 48, 51] stands as an efficient method for validat-
ing machine learning models by uncovering potential issues on
data subsets. However, achieving transparency and interpretability
in slice finding often necessitates the incorporation of additional
metadata or cross-modal embeddings to interpret the outcomes and
align them with domain experts and ML practitioners’ knowledge.
Despite these efforts, domain practitioners still require additional
support to comprehend why the model fails on these slices before
deciding which slice to prioritize for model optimization. When
it comes to the model optimization stage, data augmentation is a
widely adopted strategy to rectify model biases and performance
issues. Nevertheless, gathering the appropriate data to mitigate a
model issue remains a resource-intensive process, both in terms of
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Figure 1: ConceptSlicercan be used to alleviate model defects caused by complicated cases involving spurious correlations and
object overlapping. The (A) Slice Browser shows that an object detection model that detects objects of class "horse" has the
worst performance on Slice 1. An examination of image and concept details in both the (C) Image Browser and (D) Concept
Browser suggests that this issue may be attributed to a spurious correlation between horses and grass, as well as the overlap
between horse and human torsos. To rectify this problem, we engage ChatGPT to generate "scenarios with horses and a person,
but without grass" and carefully select relevant scenarios (B). Eventually, we eliminate irrelevant images from the retrieved
images (E), and then export the supplementary images to augment our dataset and facilitate model fine-tuning.

cost and time. This highlights the need for more efficient method-
ologies in data collection and model optimization.

To address these challenges, we have developed an integrated
workflow, ConceptSlicer, and have created a prototype system based
on this workflow. ConceptSlicer is designed to assist machine learn-
ing researchers and engineers involved in computer vision tasks,
specifically focusing on diagnosing object detection models and
developing more effective data augmentation strategies. Unlike
many existing slice finding solutions [11, 32, 39, 63], our system
does not require additional metadata or cross-modal embeddings
as input. Instead, it leverages the semantic information inherent
in the images themselves and generates visual concepts using a
self-supervised segmentation model. Using these visual concepts as
metadata, ConceptSlicer can perform and present the slice finding
results to users through a variety of visualizations and interactions.
Additionally, we introduce a novel approach to enable users to
retrieve images from a supplementary dataset for data augmenta-
tion. This functionality allows users to interact with ChatGPT [42]
to generate textual descriptions of the desired supplementary im-
age scenarios. Leveraging cross-modal embeddings from CLIP [46],
ConceptSlicer then retrieves images from the supplementary dataset
based on these text descriptions.

We present a use case to demonstrate how ConceptSlicer offers
insights into model issues. Furthermore, we assess ConceptSlicerby
seeking feedback and model optimization solutions from eight do-
main experts and ML practitioners. The results affirm that Concept-
Slicerequips researchers and practitioners with a more profound un-
derstanding of the strengths and weaknesses of the computer vision

models. This insight fosters better decision-making and problem-
solving. Additionally, we observe a range of attitudes toward the
emergence of large foundational models. This diversity in perspec-
tives prompts contemplation of the opportunities and challenges
introduced by this new wave of technology.

In summary, our primary contributions comprise the following:
• An integrated workflow for ML model validation: We in-
troduce an innovative integrated workflow ConceptSlicer, which
leverages the knowledge from large foundational models to vali-
date and optimize computer vision models. This approach elim-
inates the need for additional metadata or cross-modal embed-
dings during the data slice finding process. This workflow is
implemented as a web-based system that facilitates data slice
browsing, failure case diagnosis, and model optimization.
• A methodology for metadata-free data slice finding: We
introduce a pioneering methodology that combines visual con-
cept extraction and scalable data slice finding. Our visual concept
extraction method provides a detailed interpretation of images
based on visual concepts, effectively eliminating the need for
additional metadata. Then, we apply a state-of-the-art data slice
findingmethod that identifies and extracts problematic data slices
based on these visual concepts. This innovative approach fosters
a more comprehensive understanding of the data slice and facili-
tates the identification and resolution of potential issues within
the slices.
• A methodology for user-driven data augmentation: We
propose a novel methodology that augments the training dataset
with insights gathered from problematic data slices. This process
involves the identification of problematic slices, which are then
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incorporated into the training dataset. This augmented dataset is
utilized to train a new model, which can address the problems
identified in the most critical data slices.
• Use cases and expert review study:We present a use case and
an expert review study, both of which exemplify the practical
application of ConceptSlicer and gather valuable feedback from
domain practitioners. Additionally, our paper delves into deeper
insights and reflections concerning domain experts and ML prac-
titioners’ attitudes and interaction patterns in relation to large
foundational models.

2 RELATEDWORK
2.1 Slice-based Model Validation and

Optimization
Data slice finding, the process of identifying specific data subgroups
where machine learning models exhibit subpar performance, as de-
scribed in Barash et al.’s work [3], serves as a common approach
for fine-grained model evaluation. Typically, this process entails a
combination of automated detection and the extraction of domain
expertise from human knowledge, although the emphasis on each
aspect may vary. Existing tools like SliceLine [48], SliceFinder [14],
DivExplorer [45], and GEORGE [51] offer automated slice detection
with minimal to no human intervention. In contrast, human-in-
the-loop solutions such as SliceTeller [63], Visual Auditor [39],
CoFact [32], Mandoline [11], VLSlice[50] and Deblinder [7] have
emerged in recent years, which strive to leverage domain exper-
tise by creating interactive visual analytics systems and gathering
expert input for slice prioritization. The shortcoming is that the
majority of them necessitate either additional metadata or human
participation to complete the slice finding process. In this work,
we offer a comprehensive slice finding solution that eliminates
the need for additional metadata or human intervention. We inte-
grate SliceLine [48] for its minimal parameter tuning requirements
and high search efficiency in larger scale according to the compre-
hensive comparison of prevalent slice finding algorithms in [49].
Meanwhile, ConceptSlicer provides the capability for humans to
inspect the results and make optimization decisions afterward.

In addition to model validation, our workflow also incorporates
steps dedicated to enhancing model robustness on a per-slice basis,
thus completing the model optimization loop. Existing solutions
in the field of robustness research primarily target mitigating the
adverse effects stemming from spurious correlations [1, 35, 40],
which often lead to performance degradation under distributional
shifts [18, 36]. Notably, researchers have proposed various ap-
proaches, including Group Distributionally Robust Optimization
(Group DRO)[27, 44], sample reweighting[11, 12, 20, 61], and data
augmentation methods, to boost model robustness. Some recent
studies, such as PromptAid [37] and Visual Auditor [39], emphasize
practical applications by tackling real-world challenges like model
bias detection and language model evaluation. In our work, we
employ a data augmentation combined with fine-tuning method
to streamline the model optimization process, reducing time costs
and better aligning with real-world requirements.

2.2 Visual Concept for eXplainable AI
In recent years, the concept-level interpretation of machine learn-
ing model behaviors has been widely used in eXplainable AI (XAI)
to interpret and explain what has been learned by a CNN model [1,
13, 21, 28, 33]. According to Bau et al. [4], concepts are human in-
terpretable abstractions extracted from images, which are typically
represented as image segments with semantic meanings. Most of
the existing work directly uses visual concepts and requires human
intervention to build a connection between these concepts and
model behaviors [65], spurious correlations [1, 34], or conceptual
overlapping between classes [56]. In contrast, ConceptSlicer uses
the concepts as input for a slice-finding algorithm and eliminates
the need for human effort in exploring concept and model behavior
at the current stage, saving their time for more critical tasks.

Depending on the scale of the data and the specific objectives,
visual concepts can be generated through either manual or data-
driven approaches. For example, previous works [4, 33] have em-
ployed human-specified concepts to understand user interest or
assess the interpretability of neural networks. More recently, a
variety of data-driven approaches have emerged for concept ex-
traction from images, employing superpixels [21], prototypes [9],
and dictionaries of object parts [29]. In our research, we leverage
the concept generation method introduced in [25], which extends
the embeddings generated by pre-trained vision-language models
(e.g., CLIP [47]) from the image level down to the pixel level. This
approach enables us to learn fine-grained and sharper pixel em-
beddings through self-supervision, outperforming methods like
MaskCLIP [66] and MaskCLIP+ [66] in this regard.

2.3 Large Foundational Models
Since OpenAI launched ChatGPT [42] at the end of 2022, there
has been a surge of exploration and expansion in the realm of
large foundational models, particularly within the domain of large
language models, spanning both algorithmic advancements and
practical applications. The initial iteration of ChatGPTwas based on
the Generative Pre-trained Transformer 3 (GPT-3) model [6], which
was fine-tuned specifically for generating conversational responses.
It was subsequently updated to GPT-3.5 [41] to further enhance
its capabilities. In parallel, other LLMs like Google PaLM 2 [2],
and Meta LLaMA 2 [53] have emerged, each showcasing diverse
capabilities tailored to different data types and task complexities.
Concurrently, the emergence of more lightweight and open-sourced
language models, such as Stanford’s Alpaca [52] and UC Berkeley’s
Koala [19], has illustrated that smaller-architecture models can also
achieve competitive performance if trained on the right data.

In addition to the advancements in large language models, there
have been significant developments in vision-language models.
Models like CLIP [47] and GPT-4 [43], which are trained on exten-
sive image-text datasets, have opened up exciting possibilities in
various domains. These vision-language models have demonstrated
their potential across a spectrum of downstream tasks, including
image synthesis [31, 55] to out-of-distribution detection [15] and
object detection [24]. For ConceptSlicer, we employ the ChatGPT
API to facilitate the chat interface and leverage CLIP [47] for image
retrieval using text input. This integration offers a more seamless
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and user-friendly experience. In Sec. 6, we will delve deeper into
our insights and reflections based on our experience with this tool.

3 CONCEPTSLICER
3.1 Design Requirements
Our system requirements have been derived from our interviews
with machine learning model developers, along with insights gath-
ered from the work of Zhang et al. [63]. We detail these require-
ments below:

[R1] Slice Identification and Overview: Our system should
automatically detect data slices where the vision model’s
performance dips below the average, subsequently offering a
comprehensive overview of the model’s metrics. It is crucial
that the data samples within each slice share characteristics
that are easily interpretable by humans. Furthermore, given
the limited availability of annotated data, the identification
of these slices should depend exclusively on the informa-
tion inherent in the data itself, without the necessity for
additional metadata.

[R2] Root Cause Analysis: The system should help users to
profile data slices and diagnose the reasons behind model
failure on these slices. More specifically, users should be able
to delve into the data samples within these slices and analyze
the inference results produced by the model. Furthermore,
users should grasp the context of each slice, which would aid
them in prioritizing the slices and offering guidance during
the optimization phase.

[R3] Slice-Based Model Optimization: The users’ primary goal
is to train a ML model that exhibits satisfactory performance
on crucial data slices. To fulfill this goal, our system needs
to provide an all-encompassing solution and the necessary
support to complete the machine learning optimization loop.
Within the scope of this paper, there are two specific sub-
requirements related to the definition, search, and refinement
of training data based on visual concepts.
R3-1 Task Prioritization and Customization: In practical appli-
cations, users frequently need to balance the performance
across various scenarios to concentrate on critical use cases [63].
Consequently, they should be able to guide the model op-
timization process based on their domain knowledge and
insights into the crucial slices. The system should assist users
in effectively converting their understanding of failure cases
into actionable insights for further model improvement.
R3-2 Customized Data Augmentation: For users who choose
to optimize the model via data augmentation, it’s crucial to
efficiently expand the training data by selecting new samples
that fulfills specific data requirements. This data may not be
part of the current dataset, but it may possess characteristics
similar to the critical data slices and scenarios selected by the
user. The system should be able to augment the data based
on user specifications and provide interactive methods for
the user to explore this enhanced dataset.

3.2 Workflow
Tomeet the design requirements described in Sec. 3.1, we developed
a workflow that optimizes the performance of object detection
models with data augmentation. The workflow, illustrated in Fig.2,
consists of three stages that operate in an iterativemanner.We name
each task based on its key operation and organize the technical
details as follows:

(1) Slicing: This stage involves finding under-performing data
slices based on the model performance data and metadata
generated using self-supervision techniques (Sec. 3.3).

(2) Chatting: This stage involves generating natural language
descriptions of the detected data slices by chatting with
ChatGPT to support failure mode analysis. (Sec. 3.4).

(3) Refining: This stage involves augmenting the training dataset
by querying similar data from the supplementary dataset
and retraining the model (Sec. 3.5).

3.3 Slicing: Concept-Based Slice Finding
A primary obstacle in determining interpretable slices is the re-
quirement for interpretable metadata, which typically demands
high-quality and labor-intensive manual annotation [63]. In the
field of computer vision, we address this challenge by employing
interpretable visual concepts that are automatically identified using
self-supervised learning approaches [26, 62]. To reflect the image
content, we collect all concepts present within the dataset and use
binary encoding to indicate their presence in each image – assign-
ing 1 if a concept is present, and 0 otherwise. This approach allows
us to generate metadata for the dataset without any external input.
As illustrated in Fig. 1, performing slice finding on such metadata
enables the effective grouping of underperforming images that
share similar visual elements.

However, such concept-basedmetadata is typically high-dimensional
and extremely sparse, leading to excessive computational challenges
for the slice finding process. For instance, we identified 512 concepts
from the Pascal dataset [16] and discovered that depth-first slice
finding solutions, such as DivExplorer [45], became impractical
due to the substantial computational load. Therefore, we adopted
SliceLine [48], a breadth-first slice finding toolkit where the search
time is proportional to search depth (i.e., the maximum number of
concepts defining the slice). It is noteworthy that our workflow is
flexible to different slice finding methods. Alternate approaches,
such as SliceFinder [14], can be easily integrated into the system to
replace SliceLine. Our experiments revealed that SliceLine could
efficiently identify slices characterized by at most three levels (i.e.
three concepts) within a reasonable time frame. To further expedite
the process, we narrowed our focus to a single class and eliminated
any unrelated images and concepts during a preprocessing phase.
Specifically, we discarded the images that did not contain any in-
stance of the current class under examination, and removed the
columns corresponding to the concepts that were not present in
the remaining images from the metadata.

The breadth-first searching approach presents an additional chal-
lenge due to its limited support for efficient pruning compared to
depth-first searching. Consequently, the number of identified slices
tends to be large and highly similar. To address this issue, we com-
puted a Jaccard similarity matrix for the identified slices and filtered

277



A Concept-Based Approach for Machine Learning Model Validation with ConceptSlicer IUI ’24, March 18–21, 2024, Greenville, SC, USA

Figure 2:Workflow for theConceptSlicer system. The process startswith the "Slicing" stage, where images undergo decomposition
into semantic segments. These segments serve as a basis for pinpointing problematic data slices utilizing data slice finding
techniques. Following this, the "Chatting" stage enables users to engage in discussions with a Large Language Model (LLM) to
gain a deeper comprehension of the edge case scenarios represented by the data slices and uncover possible instances where
these scenarios could occur. The final stage, "Refining", involves users retrieving new image data embedded with information
beneficial in addressing the edge case scenarios identified in the problematic data slices.

out those with a similarity exceeding an empirically determined
threshold. Moreover, we performed additional filtering based on
slice size and average accuracy to select the most critical slices for
further analysis.

Table 1: Examples of chatGPT-generated scenario descrip-
tions from prompt "Briefly describe 10 different scenarios that
involve a horse and a person, but no grass" and their similarity
to slice 1 in Fig. 1.

Scenario Descriptions Similarity

1. A human is taking a horseback riding lesson, learning how
to ride a horse in an arena or on a trail.

0.2570

2. Humans are racing horses around a track, competing for the
fastest time and the highest prize money.

0.2481

3. Humans are competing with their horses in a show jumping
competition, where they navigate a series of obstacles in a
timed event.

0.2415

4. A human is training a horse to perform certain tasks, such
as pulling a cart or responding to specific commands.

0.2407

5. Humans are working with horses in a therapeutic setting,
using the horses’ calming presence to help individuals with
various mental health conditions.

0.2385

6. Humans are involved in the process of breeding horses, se-
lecting specific horses to produce offspring with desirable traits.

0.2336

7. Humans are using horses to transport equipment and supplies
on a camping or hunting trip.

0.2307

8. Humans are rescuing horses from neglectful or abusive situ-
ations and rehabilitating them for adoption or sanctuary.

0.2292

9. Humans are showing off their horses in a competition or
exhibition, demonstrating their beauty, agility, and training.

0.2037

10. Humans are taking a leisurely carriage ride, drawn by a
horse, as a romantic or nostalgic activity.

0.2008

3.4 Chatting: Slice Explanation with ChatGPT
While interpretable visual concepts can highlight a few key ele-
ments of each slice, users must still examine samples within the
slice to grasp its primary theme and discern the reason for the
model’s failure. Drawing inspiration from recent advancements in
ChatGPT, we facilitate this process by employing it to generate
scenario descriptions for a given slice. The input prompt for Chat-
GPT [42] is constructed by merging the class name and concept
labels with a predefined template. For instance, the prompt for slice
1 in Fig.1 is “Briefly describe 10 different scenarios that involve a
horse and a person, but no grass”. An example output of ChatGPT,
powered by GPT-4 [43], is presented in Table1.

Users can select from the generated scenario descriptions using
interactivewidgets, as described in Sec.3.6.1, before employing them
to retrieve supplementary image datasets (Sec.3.5). To streamline
this process, we arrange the scenario descriptions according to
their semantic similarity to the images in the corresponding slice.
This is accomplished by obtaining unified embeddings for both
the scenario descriptions and the images within the slices using
OpenCLIP [30], an open-source implementation of CLIP [46]. We
then sort the descriptions based on the average cosine similarity
between each pair (Algorithm 1). For example, Table 1 is sorted in
descending order (from most to least similar) using this method.

3.5 Refining: Model Optimization with Data
Augmentation

To complete the machine learning model optimization loop, Con-
ceptSlicer enables users to retrieve data from supplementary datasets
and augment the training set. Similarly, we utilize OpenCLIP to
convert the images in the supplementary dataset into word em-
beddings and perform the query process by comparing the cosine
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Algorithm 1 Computing Scenario Description Similarity
Input: 𝑆𝑙𝑖𝑐𝑒𝐼𝑚𝑎𝑔𝑒𝑠, 𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑠

Output: 𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦

for each 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 ∈ 𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛𝑠 do
similarities← [ ]
𝑉𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 ← 𝑇𝑒𝑥𝑡𝐸𝑛𝑐𝑜𝑑𝑒𝑟 (description)
for each 𝑖𝑚𝑎𝑔𝑒 ∈ 𝑆𝑙𝑖𝑐𝑒𝐼𝑚𝑎𝑔𝑒𝑠 do
𝑉𝑖𝑚𝑎𝑔𝑒 ← 𝐼𝑚𝑎𝑔𝑒𝐸𝑛𝑐𝑜𝑑𝑒𝑟 (𝑖𝑚𝑎𝑔𝑒)
𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 ← 𝑐𝑜𝑠_𝑠𝑖𝑚

(
𝑉𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛,𝑉𝑖𝑚𝑎𝑔𝑒

)
similarities.append (similarity)

end for
description_similarity← avg (similarities)

end for

similarity between these embeddings and the word embeddings of
the scenario descriptions chosen by users. The most similar images
are displayed in the system interface, allowing users to select and
export them for retraining purposes. We illustrate this process in
Fig. 3.

Finally, we utilize the user-selected images to augment the train-
ing data and subsequently fine-tune the machine learning model
using the refined dataset. Specifically, for each iteration, we curate a
new dataset by merging the user-selected images with the original
training data. Then we fine-tune the original model on the new
dataset for one epoch. This iterative process helps improve the
model’s performance and address its weaknesses.

3.6 System Design
3.6.1 Slice Browsing and Failure Diagnosing. We’ve designed a co-
hesive interface comprising three panels — a Slice Browser Panel
(Fig. 1-A), an Image Browser Panel (Fig. 1-C), and a Concept Browser
(Fig. 1-D) — to assist users in comprehending the under-performing
data slices identified in Section 3.3 and analyzing why the model en-
counters difficulties with them. Our workflow begins with the Slice
Browser Panel, featuring a table showcasing the poorest-performing
data slices. Each row in the table furnishes essential details about
a slice, including its index, representative concepts, support, ac-
curacy, and a button to trigger the ChatGPT explanation for that
specific slice. Here we define 𝑎𝑐𝑐 = min𝑏𝑏𝑜𝑥1,𝑏𝑏𝑜𝑥2,...,𝑏𝑏𝑜𝑥𝑇 (𝐼𝑂𝑈 )
to represent the model’s poorest performance in cases involving
multiple target objects in the image. For a more intuitive grasp of
the slice’s images, users can simply click on a row, prompting the
display of sample images from that slice in the Image Browser Panel.
Additionally, we provide users the flexibility to toggle the visibility
of ground truth and model inference bounding boxes, enhancing
their understanding of prediction deviations.

3.6.2 Slice Portrayal. To offer an efficient, high-level understand-
ing of the slice and provide hints about possible reasons for the
model’s failures, we summarize each slice using a selection of repre-
sentative concepts in addition to supporting sample images brows-
ing. Each concept is depicted as a representative thumbnail, with
solid orange borders indicating presence and dotted blue borders
indicating absence. For more in-depth insight, ConceptSlicer dis-
plays a tooltip upon hovering over a concept, revealing the concept

Figure 3: Image Retrieval Pipeline: In the first step, we apply
the Vision+Language foundation model, CLIP, to retrieve im-
ages in accordance with the Scenario Descriptions generated
byConceptSlicer. CLIP is used to derive text embeddings from
these descriptions and to generate image embeddings for a
new image dataset. Subsequently, we employ the CLIP image
retrieval approach, aligning the scenario descriptions with
the most suitable images using a cosine similarity metric.

index, reference keywords, and an enlarged thumbnail. Recognizing
the crucial role of accurate concept perception in understanding
model failures, we go a step further by presenting sample images
for each concept in the Concept Browser Panel (Fig. 1-D). Aside
from viewing ground truth and model inference bounding boxes,
ConceptSlicer offers users the option to show or hide a mask for each
sample image, highlighting the specific image area corresponding
to the concept. For instance, in Fig. 1, we can observe that Concept
124 primarily relates to the ground or grass in the image, potentially
serving as a spurious feature for the model’s "horse" detection. It’s
important to note that the sample images for a concept may not
necessarily originate from the current slice, as the representative
concept might be an absent concept in the current slice.

In our workflow, it is also essential to generate natural language
descriptions for the currently inspected slice based on user un-
derstanding to facilitate the subsequent retrieval of images from
the supplementary dataset. To facilitate this process, we have in-
tegrated a chat window within the slice browser panel (Fig. 1-B).
The chat window begins with a prompt textbox, activated by the
user beneath the slice they are examining. By default, this textbox
displays text generated based on the representative concepts of the
slice (see details in Section 3.4). Meanwhile, we offer users complete
flexibility to edit the text or even entirely rewrite the sentence to
align it with their understanding of the slice they are exploring.
Once users are content with the prompt and send the request, a list
of ten representative scenarios that might be present in the current
slice will be presented, with the first three pre-selected by default.
Users can then choose scenarios based on their understanding of
the slice and their proposed solutions for augmenting the dataset.
These scenario descriptions serve a dual purpose: they assist users
in comprehending the current slice’s content and provide guidance
for directing the refining phase of the workflow. If users find the sce-
nario descriptions unsatisfactory, they can iterate over the prompt
editing and scenario selection steps as needed.

3.6.3 Optimization Support. To advance toward the ultimate objec-
tive of optimizing the model, ConceptSlicer assists users in gathering

279



A Concept-Based Approach for Machine Learning Model Validation with ConceptSlicer IUI ’24, March 18–21, 2024, Greenville, SC, USA

(b) Concept Details

(a) Slice Concepts

(c) Concept 440 Samples

(d) Sample Images with Poor Performance (Groundtruth Bbox in Green)

Figure 4: Illustration of the failure case with the “car” class. In the case of the ’car’ class, underperforming slices in the (a) Slice
Browser are primarily associated with the absence of concept 440. Our vision-language model suggests that this concept may
represent objects like car, truck, and tvmonitor (b). Upon closer examination of concept images, we find that this concept is
closely related to a critical car component: windows (c). Consequently, the model performs poorly in images where windows
are not visible due to the viewing angle or when cars are too small to discern the windows (d).

a list of supplementary images they believe will enhance model
retraining. Upon the user’s satisfaction with their selected scenario
description, the system will retrieve supplementary images, ad-
hering to the methodology outlined in Sec. 3.5. These images are
presented in a grid view, allowing users to browse and select the
ones they wish to incorporate into the fine-tuning process (Fig. 1-E).
As described in Section 3.5, the chatting and refining stages can
occur iteratively until users are satisfied with the set of supplemen-
tary images. At that point, they can choose to export the list of
images for model optimization. The retraining process of the model
occurs offline, providing the user with the flexibility to choose their
preferred tool, such as PyTorch or TensorFlow. Users can import
the new training results back into ConceptSlicer and initiate a new
round of analysis once the training process is completed.

4 USE CASES
4.1 Use Scenario 1: Addressing Challenging

Cases from a Machine Learning Model
The first scenario connects the examples used in Sec. 3 and demon-
strates how ConceptSlicer can help alleviate model defects caused
by complicated cases involving spurious correlations and object
overlapping. This scenario involve the “horse” class. After import-
ing the model performance data into the system, the user notice
that the model has the worst performance on Slice 1, defined by
two absent concepts, concept 102 (maybe person, torso, arm) and

concept 124 (maybe sheep, cow, grass), and a present concept 231
(maybe horse, cow, person). After checking the suggested keywords
and browsing the sample images of these concepts, they found
that most images in the slice depicts people riding horses on the
ground without grass (Fig. 1-C). Thus they infer that there might
be a spurious correlation between horse and grass. Moreover, they
observe that in most of such scenarios, people overlap with horses
and the bounding boxes of the inference results unavoidably in-
clude both horse and human torsos. The user inferred that this
might cause the confusion for the model, which eventually leads
to wrong prediction or low confidence. Based on such inference,
they instructed ConceptSlicer to request for scenario descriptions
from ChatGPT with the prompt “Briefly describe 10 different sce-
narios that involve a horse and a person, but no grass” and received
the results shown in Table 1 (E5). They selected the initial three
sentences for their encapsulation of the most interesting scenarios
that align with the prompt. Subsequently, they directed CLIP to
fetch the images corresponding to these selected narratives. The
initial results are shown in Fig. 1-E. After browsing the retrieved
images and removing the irrelevant ones (those without horses or
with low quality), the user exported the supplementary images and
fine-tuned the model with the augmented dataset. The processes
presented in this use case draw inspiration from the techniques
employed by experts during the user study. Our results demonstrate
that the model’s performance saw significant improvement with
the addition of only a handful of samples. This validates the efficacy
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(a) Scenario: “A car covered in a thick layer of fresh snow after a heavy winter storm.”

(b) Scenario: “A car chase scene at night, where the windows are heavily tinted, adding to the suspense and mystery surrounding 
the pursuit.”

(c) Scenario: “In a busy city street, a small car is parked in a parking garage, hidden from view as pedestrians walk by, unaware 
of its presence.”

Figure 5: Supplementary images to augment the dataset for the “car” class. These images “involve cars but car windows are not
visible”, and thus address the critical concept absence problem described in Sec. 4.2.

of our approach, showcasing its potential for enhancing outcomes
with minimal sample augmentation. More feedback for the experts
and ML practitioners and evaluation results are available in Sec. 5.

4.2 Use Scenario 2: Mitigating the Impact of
Absent Critical Concepts

The second scenario illustrates the use of our system to augment the
training set with images containing edge cases, thereby enhancing
the model’s robustness. When using ConceptSlicer to profile the
“car” class, the user noticed that the model’s overall performance
was not acceptable (𝑎𝑐𝑐 = 0.32). In their investigation of the slices in
the Slice Browser, they discovered that the underperforming slices
were consistently associated with the absence of the same concept,
440 (as shown in Fig. 4 (a)). This prompted them to delve deeper
into why the absence of this particular concept had a recurring
impact on model performance. Upon referring to the Concept View
and highlighting concept 440, they realized that this concept bore a
significant relevance to a critical component of the car: the windows
(as shown in Fig. 4 (c)). In the majority of the slices where concept
440 was absent, the windows were either not visible due to the
viewing angle or because the cars were too small to discern the
windows (as depicted in Fig. 4 (d)). To mitigate the decline in model
performance caused by the absence of this concept or due to poor
image quality, the user decided to incorporate additional images
that could enhance the model’s robustness and accuracy.

They prompted ChatGPT to describe scenarios that “involve cars
but car windows are not visible” and selected the following three
scenarios for image retrieval:

• A car covered in a thick layer of fresh snow after a heavy
winter storm.

• A car chase scene at night, where the windows are heavily
tinted, adding to the suspense and mystery surrounding the
pursuit.
• In a busy city street, a small car is parked in an underground
parking garage, hidden from view as pedestrians walk by, un-
aware of its presence.

As shown in Fig. 5, ConceptSlicer retrieved relevant images to these
scenarios, which increased the coverage of the dataset and improved
the model’s overall performance.

5 EXPERT REVIEW
5.1 Participants
Our prototype was reviewed by 8 domain experts or ML practition-
ers (4 female, 4 male) aged 25-44 years, consisting of 5 senior Ph.D.
students and 3 research scientists with Ph.D. degrees. All partici-
pants possessed sufficient experience in utilizing machine learning
models for image processing tasks and were well-versed in machine
learning, making them suitable for providing expertise feedback on
ConceptSlicer. Specifically, one participant reported over 10 years
of involvement in machine-learning-related research, six had ex-
perience spanning 3-10 years, and one for 1-3 years. Among the
8 participants, six reported a familiarity level of 5 or more (on a
7-point Likert Scale) with foundational models.

5.2 Setup and Procedure
Given the diverse availability and geographical spread of partici-
pants, the study was carried out remotely involving all research
scientists, while it was conducted in person exclusively with Ph.D.
students. However, we maintained consistency by ensuring that all
participants accessed ConceptSlicer using identical devices (14 inch
laptop with Intel(R) Core(TM) i5-10310U CPU and 16GB RAM) and
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the Firefox browser running on the Windows operating system. To
capture the thought process, we requested participants to adhere to
the "think aloud" protocol while we recorded both audio and video
of their interactions throughout the task. As a token of apprecia-
tion for their involvement, each participant was provided with a 10
Amazon gift card.

The setup, tasks, and duration of the semi-structured, open-
ended expert interview were established following a pilot study
conducted with a co-author. Prior to the online session, participants
were instructed to review the documentation for ConceptSlicer and
to complete a screening survey. Within the online session, the mod-
erator initiated proceedings by providing a live demonstration of
ConceptSlicer’s application using an illustrative use case (involving
the ”cat” class). Subsequently, each participant was assigned three
tasks that were designed in accordance with the design require-
ments outlined in Sec. 3.1:
• T1: Slice Finding. Examine the under-performing data slices and
choose the ones that require the highest priority for optimization.
This selection should be guided by both the model performance
data and the metadata.
• T2: Slice Explanation. Craft natural language explanations for
the identified data slices by chatting with ChatGPT. These de-
scriptions are intended to aid in the analysis of failure modes.
If the output is not satisfactory, participants can manually en-
hance the automatically generated description based on their
comprehension of the chosen slice.
• T3: Data Refinement. Choose scenarios recommended by Chat-
GPT that closely correspond to the images found within the
selected slice. Subsequently, enhance the training dataset by re-
trieving analogous data from the supplementary dataset and
retraining the model accordingly.
Lastly, participants were requested to provide responses in the

questionnaires and, based on their answers and exploratory interac-
tions, potentially agree to further interviews. The complete session
typically spanned a duration of 60 to 90 minutes.

5.3 Observations
5.3.1 Learning Curve. While all participantswere already acquainted
with machine learning models, particularly for tasks involving im-
age processing, they faced a relatively steep learning curve during
the online study session. In an effort to ease the cognitive load
for the participants, we utilized the questionnaire as a platform to
outline the objectives, recommended steps, and additional notes
for each study task. Nevertheless, it was observed that the partic-
ipants still strove to comprehend the underlying mechanisms of
ConceptSlicer, which they perceived as crucial for their ongoing
use of the system. Specifically, many participants encountered dif-
ficulty in grasping the definition of "concept" accurately before
being able to effectively apply it in subsequent tasks. And such
confusion regarding the concept’s definition could potentially re-
sult in erroneous optimization decisions. Notably, we observed a
link between participants’ professional experience and the learning
curve they encountered. This correlation between their background
and familiarity with ML model training significantly influenced
their intuition, logical reasoning, and interaction with the extensive

Number of 
Users

Users Include Absent 
Concepts

Include Present 
Concepts

5E2, E3, E6, E7, E8

2E1, E4

1E5

Figure 6: The three model optimization strategies identified
in expert reviews.

language model. More details on this aspect will be presented in
Sec. 5.3.2 and Sec. 5.4.1.

5.3.2 Optimization Strategies. Due to their varying levels of ex-
perience in machine learning, the participants employed diverse
strategies when addressing the model’s failure (T2) and retrieving
images for data augmentation (T3). We categorized their model
optimization strategies based on the types of concepts they chose
to include or exclude in the the prompt they fed into ChatGPT,
leading to the identification of three typical patterns, as illustrated
in Fig. 6. The majority, encompassing five out of eight participants,
opted to incorporate more images that were similar to those within
the current slice. These images contained the presenting concepts
while excluding the absent concepts. Their rationale was grounded
in the belief that the model failed because it “doesn’t perform very
well on these concepts” (E2). Consequently, they “want the model
to see more images (of the same kind)” (E3, E7, E8) and ensure the
model “won’t link (the presenting concepts and absent concepts) too
much”(E3). In contrast, E1 and E4 took a different approach by incor-
porating additional images that complemented those already in the
slice. Their reasoning was that an excessive focus on the presenting
concept wasn’t necessary “because it’s already well represented”(E4).
A third strategy emerged from E5, who added more images fea-
turing both the presenting and absent concepts. They advocated
“using some other (patterns) to dilute this kind of scenario”. These
three strategies result in varying changes in model performance
during the refinement stage. Section 5.4 presents the quantitative
evaluation results and their corresponding analysis.

It’s worth noting that, beyond the fundamental decisions of in-
cluding or excluding different concept types, some participants
explored ConceptSlicer in unexpected ways, leading to innovative
solutions to enhance model optimization. Specifically, participants
E1, E4, and E5 hypothesized that the model’s subpar performance
might be relevant to specific “properties of the object, like color”(as
observed by E7). Therefore, they harnessed the chat and refinement
functionalities of ConceptSlicer to indirectly search for images show-
casing distinct color schemes, with the aim of obtaining images
that offered “additional segmentation attributes rather than focusing
solely on the object itself ”. For example, E7 prompted ChatGPT to de-
scribe scenarios featuring stark black and white colors, resulting in
the intriguing description of “a trial ride through a forested area with
the white and back-clad rider admiring the changing autumn colors”.
This description guided CLIP to retrieve the image that aligned
with the participant’s request. E4, on the other hand, speculated
that the model’s performance might be influenced by image quality.
To address this, they adopted a proactive approach by excluding
images with excessively small objects during the image selection
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Output PDF
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2 2 3 1Q1Q1. "How well does the automatically generated description in Task 2 align with your description of the slice?"

Satisfactory with Intermediate Results:

1 1 4 2Q2Q2. "How well do scenarios generated with ChatGPT align with the images in your selected slice?"

2 3 3

1 2 3 4 5 6 7

G3G3. "How well does the supplementary images provide by ConceptSlicer align with your selected scenarios?"

bad
very very

well

2 1 3 2N1N1. Mental Demand: How mentally demanding was the task?

Participant responses on the NASA TLX scale:

3 2 1 2N2N2. Temporal Demand: How hurried or rushed was the pace of the task?

1 1 3 3N3N3. Performance: How successful were you in accomplishing what you were asked to do?

2 1 2 3N4N4. Effort: How hard did you have to work to accomplish your level of performance?

5 3

1 2 3 4 5 6 7

N5N5. Frustration: How insecure, discouraged, irritated, stressed, and annoyed were you?

very
low

very
high

Figure 7: The participated experts and ML practitioners are generally satisfied with the result produced by ConceptSlicer.

process. These innovative interactions with ConceptSlicer provided
valuable insights for the future development of the system, particu-
larly in terms of enhancing customization support to accommodate
users with diverse needs and preferences.

5.4 Model Optimization Results
5.4.1 Attitude towards Large Foundation Models. When building
ConceptSlicer, we integrated the state-of-the-art foundation models
to power the functionality, including a self-supervised model for
visual concept detection (Sec. 3.3), ChatGPT for slice explanation
(Sec. 3.4) and CLIP for supplementary image retrieval (Sec. 3.5). We
identified three types attitudes towards the participants’ attitude
towards the functionalities powered by these models. It is worth
mentioning that each participant could show multiple attitudes on
different stages or components of ConceptSlicer.
• Curious. When engaging with ConceptSlicer, the majority of
participants demonstrated a curious, and at times, a skeptical
approach towards the capabilities facilitated by the foundational
models. E1, E2 and E5 demonstrated their curiosity by actively
posing a series of questions to the moderator, delving deep into
the technical intricacies and implementation mechanisms behind
ConceptSlicer. Conversely, E1, E4, E5, and E7 took a more playful
approach, experimenting with ChatGPT through unconventional
commands. For instance, they asked it to generate sentences with
specific lengths and levels of detail or prompted it to describe
scenarios with specific color schemes, as mentioned in Sec. 5.3.2.
The overarching disposition of curiosity often transitioned into
either a positive or negative stance towards the entire system,
depending on the outcomes. It is also noteworthy that a substan-
tial number of participants developed a strong interest in the
potential of such extensive foundational models following their
participation in the study.

• Positive. Three out of the eight participants (E2, E6, E8) com-
mended the overall quality of both the prompt and the retrieved
supplementary images. In particular, E8 mentioned that “I think
the the prompts actually are good...The first three are relevant”.
And E6 commented that “most (retrieved images) looks good” and
felt “ satisfied with the rest of the images”. It is noteworthy that all
three participants had extensive experience in machine learning,
with over five years of involvement in related topics and rated
their familiarity with large foundational models as 5 out of 7.
Interestingly, our observations suggest that participants who are
either highly familiar (rating above 6 out of 7) or significantly
less familiar (rating below 3 out of 7) with large foundational
models tend to exhibit lower levels of satisfaction.
• Negative. Four participants expressed dissatisfaction with the
outcomes generated by the foundational models. Some partici-
pants found the scenario descriptions produced by ChatGPT to
be “too abstract” (P2) or “too complicated”(P4). They stated that
they simply wanted concise descriptions but felt that the model
was generating narrative-like content for them. Additionally,
some of these participants recommended the inclusion of fur-
ther illustrations or supplementary functions to facilitate a more
efficient understanding of the scenarios generated by ChatGPT.
After the study session, we enhanced the training dataset by

separately incorporating additional images chosen by every par-
ticipant, and fine-tuned the object detection model subsequently.
Notably, even though each model underwent only one epoch of fine-
tuning with a relatively small number of supplementary images, we
observed significant improvements in the performance of 6 out of
8 models (refer to Table 2). Meanwhile, we identified a noteworthy
correlation between the outcomes of model optimization and the
strategies employed by the participants, as outlined in Sec. 5.3.2.
Specifically, all five participants who opted to augment the dataset
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(a) Sample supplementary images selected by E1

(b) Sample supplementary images selected by E4

Figure 8: Both E1 and E4 included more images featuring absent concepts (grass) while excluding the present concept (human
riding a horse). Additionally, E4 introduced a relatively large number of images featuring small-sized objects, inadvertently
introducing an additional confounder (sheep), which could be a potential cause for the declined model performance.

with images containing the present concept but excluding the ab-
sent concept of the current slice succeeded in enhancing model
performance on both the targeted slice and the entire dataset. In
contrast, the participants who adopted the second strategies (E1
and E4) failed to improve the overall model performance, although
E4 did manage to enhance performance on the targeted slice. We
inspected the supplementary images chosen by both participants
and found both of them added more images featuring absent con-
cepts (grass) while excluding the present concept (human riding a
horse) as illustrated in Fig. 8. This action consequently reinforced
spurious correlations between grass and the class “horse”. Addition-
ally, E4 introduced a relatively large number of images featuring
small-sized sheep to help the model “differentiate what is sheep,
what is horse”. While this strategy marginally improved the model’s
performance on this specific subset, it also inadvertently introduced
an additional confounder, resulting in a decrease in overall model
performance. The third strategy from E5 was also successful, but
we attribute it to a pure increase in training samples. These findings
suggest that augmenting the training dataset with images featuring
the present concept but without the absent concept of the current
slice serves as an effective approach to addressing model failures
caused by spurious correlations. However, we acknowledge that
the samples from the other two strategies are limited, indicating
the need for further experiments in future work to substantiate
their shortcomings.

6 DISCUSSIONS
Large Foundational Models. During our communication with do-
main experts and ML practitioners, we discovered that the quality
of scenarios generated by ChatGPT and the images retrieved with
CLIP is highly dependent on the specific prompt used. In fact, even
a single word change in the prompt can yield significantly different
results, highlighting the importance of prompt engineering. For in-
stance, the inclusion or exclusion of the word “briefly” in the prompt
for use scenario 1 (detailed in Sec. 4.1) can remarkably change the
sentence length and level of detail in the generated scenario descrip-
tions. Such observation aligns with many existing research that
emphasize the critical role of prompt engineering [17, 59, 68]. We

believe that facilitating efficient support for prompt engineering
is both essential and promising for future work in this domain.
Notably, various approaches have been explored to address this
challenge, such as chain-of-thought prompting [57, 58, 64], least-to-
most prompting [67], and human-in-the-loop solutions [37]. Mean-
while, it’s worth noting that results from ChatGPT may vary even
with the same prompt, hampering reproducibility. In ConceptSlicer,
we make a trade-off by prioritizing flexibility over repeatability,
enabling users to query ChatGPT multiple times until a satisfactory
result is obtained. We plan to explore alternative methods in the
future by enhancing the retrieval stability.

System Latency. The integration of large language models into
ConceptSlicer introduces inherent latency when users interact with
the system. This latency primarily arises from two sources: the
network connection with the ChatGPT API and the query/retrieval
of images from a large supplementary dataset. During our obser-
vations, we noted that some domain experts and ML practitioners
adjusted their interaction strategies with ConceptSlicer upon realiz-
ing the presence of such latency. For instance, they tended to select
a scenario description and “quickly get some previews” (E7) multiple
times before making their final selections for image retrieval. Addi-
tionally, E4 suggested providing progress hints to help users decide
whether to wait until the image retrieval process is complete. To
address the latency issue, we plan to update the system to use local
and more lightweight foundational models. Furthermore, we intend
to implement visual hints, as suggested by the study participants,
to improve the user experience and mitigate the effects of latency.

Workflow Generalizability. ConceptSlicer manages multiple
same-class objects by utilizing the worst prediction accuracy among
them in the performance data for slice finding. Although our solu-
tion is crafted to validate ML models trained for one-class classifi-
cation tasks, users can employ it to address multi-class issues by
diagnosing one class at a time. The methodology is easily extend-
able to other datasets as long as the model prediction results are
available and the performance data is correctly formatted. The other
required piece of information for slice finding—metadata—can be
generated automatically with semantic segmentation methods and
is solely related to individual image content. In our future work, we
aim to facilitate users to define additional metadata, such as spatial
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Table 2: Model Performance (Accuracy) for “Horse” Class. The optimized slices per user are highlighted in bold. With the
exception of E1, all other users were successful in improving the performance of the data slices they chose to optimize.

Baseline E1 E2 E3 E4 E5 E6 E7 E8

All 0.4718 0.441 0.5026 0.5357 0.4244 0.5026 0.5178 0.5102 0.5103
Slice 1 0.34 0.32 0.4059 0.4356 0.3689 0.38 0.4257 0.3861 0.36
Slice 2 0.3529 0.3235 0.4078 0.4369 0.3714 0.3824 0.4272 0.3981 0.3627
Slice 3 0.3529 0.3491 0.4393 0.4673 0.3853 0.3962 0.4393 0.3925 0.3868
Slice 4 0.3774 0.3491 0.4393 0.4673 0.3853 0.3868 0.4299 0.4019 0.3868
Slice 5 0.3529 0.3524 0.4434 0.4717 0.4019 0.4 0.4434 0.4151 0.3905
Slice 6 0.3832 0.3458 0.4352 0.463 0.3818 0.3925 0.4352 0.3981 0.3832
Slice 7 0.3832 0.3458 0.4352 0.463 0.3818 0.3925 0.4352 0.3981 0.3832
Slice 8 0.3529 0.3458 0.4352 0.463 0.3818 0.4019 0.4352 0.4074 0.3832
Slice 9 0.3529 0.3458 0.4352 0.463 0.3818 0.3925 0.4352 0.3981 0.3832
Slice 10 0.3529 0.3458 0.4352 0.462 0.3818 0.3925 0.4352 0.3981 0.3832
Slice 11 0.3529 0.3458 0.4352 0.4722 0.3818 0.4019 0.4444 0.4074 0.3925

information [26], to provide a deeper context and more coherent
explanations.

Target User Segmentation.When asked about additional func-
tionalities they expected from ConceptSlicer, the experts or ML prac-
titioners’ suggestions appeared to be influenced by their experience
in machine learning and their familiarity with large foundational
models. In particular, their suggestions could be categorized into
two main groups:

Enhancing the System for Novice Users: The study participants
suggested several improvements to make the system more accessi-
ble and intuitive for those new to MLmodel evaluation and training.
• Thumbnail Display: One suggestion was to display thumbnails
for each scenario description generated by ChatGPT. This visual
aid can provide users with a quick overview of the scenario,
aiding in comprehension and decision-making.
• Scenario Differentiation: Experts also recommended highlighting
the differences among generated scenarios. This feature would
allow users to easily compare and contrast different scenarios,
making it easier to select the most appropriate one.
• Image Ranking: Another suggestion was to implement an au-
tomatic ranking system for the images retrieved by CLIP. This
would streamline the selection process by presenting the most
relevant images first.
• User Guidance: Some experts suggested improving the Concept-
Slicer system by focusing on user guidance. This includes imple-
menting intuitive navigation, providing clear instructions, and
creating a responsive design that caters to various user needs
and preferences.
Enhancing the System for Expert Users: The feedback from the

study also highlighted the need to cater to the requirements of
experienced users. They suggested several improvements to provide
more control, flexibility, and detailed insights to these users.
• Model’s Prediction Confidence: One suggestion was to display
the model’s prediction confidence for individual images. This
feature would provide expert users with more detailed insights
into the model’s performance, enabling them to make informed
decisions based on the reliability of the predictions.

• Direct Editing of the Prompt: Experts also recommended sup-
porting direct editing of the prompt. This functionality would
give experienced users greater control over the input, allowing
them to tailor the prompt to their specific requirements and
preferences.
• Exemplar-Based Image Query: The more experienced users have
expressed the desire to have direct influence over the selection
of images that are incorporated into the training dataset. For
instance, E7 suggested that our system should include a feature
supporting exemplar-based image queries. This feature would
allow users to supply specific images to be used as references
when querying the new dataset for relevant samples. Further, E7
recommended the integration of a query-by-embedding feature
that would enable users to input the specific CLIP embedding
they’re seeking.

As part of our future work, we plan to conduct a larger-scale user
survey to gather more comprehensive feedback. Based on the spe-
cific application scenario and the user group we intend to serve, we
will then determine the direction in which to further develop and
enhance ConceptSlicer .

7 CONCLUSION
In this paper, we have presented ConceptSlicer , a system designed to
streamline the process of validating computer vision models. This
is achieved through a unique approach where data slice analysis is
guided by visual concepts. The ConceptSlicer workflow is composed
of three distinct phases, each leveraging the potential of large foun-
dational models to amplify user input and retrieve the necessary
data. To bring this workflow to fruition, we have constructed an
interactive system, incorporating the principles of user-friendly
design and responsiveness. In order to gauge the efficiency and
performance of ConceptSlicer , we engaged with eight domain ex-
perts or ML practitioners through interviews. The results obtained
from these interviews not only emphasized the effectiveness of our
system in the sphere of model validation and evaluation, but also
shed a light into a range of solutions and viewpoints regarding the
incorporation of large language models in executing their tasks. In
conclusion, we reflect on these findings, discussing the possibilities
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of integrating language models within intelligent user interfaces.
Such a discourse provides insights that could shape future pursuits
in this domain. The potential of systems like ConceptSlicer to har-
ness the power of language models within its framework showcases
a promising future for machine learning model validation.
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