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ABSTRACT
Automatic instrument reading has become a critical issue for intelli-
gent sensors in smart cities. Several artificial intelligence techniques
are developing tools for addressing the issue. The image-based Auto-
matic Meter Reading (AMR) techniques have been tested on images
taken under regulated conditions, but they become unresponsive
when dealingwith fuzzy, hazy or blurredmeter images. In this paper,
we deal with AMR, which focuses on unconstrained settings such
as fuzzy, hazy or blurry meter images. Automated meter reading
consists of three major components: identifying the counter region,
localising and cropping the counter region and digit recognition.
In this article, the deep learning model YOLOv5 have been used on
the image dataset. YOLOv5 is a state-of-the-art single-stage deep
learning detector that outperforms all other detectors and it is ob-
served that the proposed technique and the trained model based on
YOLOv5 can reliably detect and recognise meter readings from the
different meter kinds. For the task of digit recognition, a YOLOv5
based custom-built digit optical character reader is used that can
recognise 0-to-9-digit numbers. Furthermore, the proposed AMR
system achieves remarkable recognition rates of 99.74% for coun-
ters and 88.70% for digit recognition even while rejecting counters
with lower confidence values.
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1 INTRODUCTION
Automatic Meter Reading (AMR) is a technology that makes it
possible for water meters or energy meters to automatically de-
tect and record usage, diagnostic and status data in a central data-
base for troubleshooting, billing, and further important analysis.
This method primarily helps utility companies to save financial
resources by removing the requirement to make frequent trips to
each physical site in order to read meters with cost-efficient param-
eters. Another significant advantage is that billing may be done
on the basis of consumption in close proximity to the moment it
occurs rather than on predictions based on usage in the past or
in the future. When paired with analysis, this real-time data can
assist utility companies and their customers in more successfully
managing the use of electric energy, gas, water, etc. The concept
of image-based AMR is a specialised instance of the scene text
detection and identification problem, which is predicated on the
assumption that the inspection can be carried out automatically
with the goal of reducing the number of mistakes made by humans
and minimising the amount of required human intervention.

Despite the fact that image-based AMR has received a great deal
of attention in the recent years. Most of the studies in the literature
are still found limited in a variety of ways. The research was con-
ducted using either private datasets or datasets including images
shot under controlled settings. In contrast, recent related research
on automatic number plate recognition has shifted the focus to
unconstrained scenarios, significantly improving the state-of-the-
art. These scenarios have problems like blurring, different lighting
conditions, varying sizes, in-plane and out-of-plane rotations, oc-
clusions, and so on. Additionally, the majority of studies focus on
just one step of the AMR pipeline, making it difficult to conduct
a comprehensive evaluation of the approaches that are available
from the beginning to the extreme end. For example, dependent on
the how accurately the counters area are detected, the results of a
recognition model may vary substantially.

The objective of this research is to use the YOLOv5 architec-
ture to create and deploy an automated electronic meter reading
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(AMR) system based on deep learning. The main goal is to develop
a high-performing AMR system with three main components: first,
identifying the counter region in the meter images; second, crop-
ping the region of interest to enable digit recognition; and third,
using a customized OCR method based on the YOLOv5 deep learn-
ing model to identify individual digits.

In the past several years, Deep Convolutional Neural Networks
(DCNNs), or deep learning techniques, have surpassed all conven-
tional machine learning techniques in object identification. Finding
higher level characteristics in data requires a lot of effort using
conventional approaches [8]. DCNN models accomplish this task
automatically. These methods are used in a variety of fields, includ-
ing self-driving auto-mobiles [9], traffic monitoring [10], weapons
recognition systems [28, 29], face recognition systems [11], natu-
ral language processing [30], license plate detection [6] and many
others.

In this work, an AMR system is developed, which consists of
three stages. In order to achieve ultimate objectives, the counter
region is detected, then the region of interest is cropped. The cus-
tomised Optical Character Recognition (OCR) based on the deep
learning model YOLOv5 is used on the new dataset made from the
images of meters that have been cropped. YOLOv5 have been used
to detect the individual digits. It is an object recognition system
that identifies numerous objects in a single frame in real time. The
trained model identifies things more accurately and quickly than
previous existing architectures. It can identify up to 9,000 classes, in-
cluding previously unidentified digits as well. The proposed scheme
is summarised as follows:

• Manually collected and annotated 7,877 images of meters for
counter detection.

• YOLOv5 is utilised for counter detection as well as recogni-
tion in a two-stage AMR system.

• A custom function is utilised for the detection of counters and
cropping of the counter region, thus making a new dataset
of cropped meter images.

• This new dataset was again annotated for each digit and
trained using Yolov5 based custom OCR for digit recognition.

The organization of the paper consists of the following sections.
Section 2 focuses on the related work of automatic meter reading.
Section 3 describes the datasets and materials used in this research
work. Section 4 describes the deep learning algorithms employed
in this research work. Further, Section 5 describes the proposed
methodology in detail. The results analysis of outcomes and discus-
sion of deep learning architectures are discussed in Section 6. In
last, conclusion along with future scope is given in Section 7.

2 RELATEDWORK
Over the last decade, various methods for automatic meter reading
using meter images have been proposed. Several strategies were
utilised in the previously proposed methodologies, such as augmen-
tation, contouring, segmentation, and so on, but the results were
not as effective as compared to using deep learning architectures.

AMR application relies on text detection and recognition from
meter images. However, the following essential changes should be
highlighted in order to locate and identify the entire scene text:
(i) Each AMR image has only one area of interest, known as the

counter region, which contains all the numbers. (ii) AMR recog-
nition networks must learn all digit classes (digits 0-9), whereas
general-scene text recognition networks must learn both letters
and digits. AMR presents a distinct problem for OCR systems. Even
when sophisticated digit identification algorithms are used, rotated
digits are typically the source of errors in such meters.

The importance of datasets is quite clear. Under various condi-
tions, strong deep learning techniques that have only been trained
on large datasets of images (such as ICDAR 2013) [13] are likely
to fail. In this section, a description of the related works are pro-
vided that have been carefully looked at. The task of localization
and detection of Racing Bib Numbers (RBN) has been performed
by Wong et al. [27] in two phases. The first phase task of localiza-
tion was achieved using YOLOv3 and RBN text recognised using a
Convolutional Recurrent Neural Network (CRNN). The used model
achieved a mean average precision (mAP) of 85.15%, however, in
the unconstrained conditions the model failed to recognise RBN.

A deep learning model was employed by Son et al. [23] for num-
ber detection and recognition for Gas Meter Reading (GMR). This
system was employed for both detecting meter reading and ID re-
gion for meters installed in Korea. The dataset consisted of 5,000
images of gas meters and obtained an accuracy of 85.71% for the
counter region and 60.90% for the ID region.

Laroca et al. [17] created a two-stage AMR system in 2019 that
utilised CNNs for both counter detection and recognition. The
proposed UFPR-AMR dataset consists of 10,000 digits in total from
2,000 images of digits, each containing five digits, that have been
annotated manually. The dataset also has a clear way to evaluate
different approaches. The model achieved an accuracy of 94.13%
with a reasonable frame rate (fps) only on high-end graphics cards.

Again, Laroca et al. [16] continued their work and modified
the state-of-the-art AMR system and introduced a new technique
called corner detection and classification for detecting the corners
of the counter. The approach further increased the accuracy of the
UFPR-AMR and Copel-AMR datasets (consisting of 12,500 manually
annotated meter images in total) to 94.75% and 96.98%, respectively.
However, the model still observed errors in the case of rotated or
flipped images. For counter recognition, Li et al. [18] put forward
a lightweight CNN that combines a fixed number of 1x1 and 3x3
kernels to minimise the parameters of the network while maintain-
ing a low loss in recognition rate, given the requirement to design
extremely efficient algorithms in the AMR environment. The ex-
periments, however, were conducted solely on a private dataset
with well-controlled photos that were almost similar to one another,
i.e., the images were collected by a camera installed in the meter
box and manually pre-processed by the authors. Pre-processing
includes blurring, changing sizes, shadows and occlusions in the
datasets.

Marques et al. [4] optimised the Faster R-CNN [22] and the
RetinaNet [19] object detectors so that they could perform better
in the counter recognition task. In the experiment, a tiny subset of
counter pictures was taken from a private dataset. The mAP rates
for both detectors are observed to be over 90%.

Koscevic and Subasic [15] made use of Faster R-CNN in order to
recognise counters and serial numbers on the images of residential
meters. Due to the fact that the dataset was compiled manually and
comprised of two categories, gas and electricity, this was one of
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the first research to be claimed on the GMR. The dataset included a
total of 312 images from the meter class and 463 images from the
power category. The model was able to correctly read 97.01% of the
counter region and 63.01% of the serial number region.

On the other hand, Tsai et al. [24] employed a fine-tuned Single
Shot MultiBox Detector (SSD) [21] to detect counters in the power
meters. The model was able to get a score of 100% on the dial detec-
tion stage using both YOLO and Faster R-CNN. The identification
rates for digits were 93.60%, while the recognition rate for meters
was 75.25%.

YOLOv5 was used by Kasper et al. [14] to identify heavy freight
trucks at winter rest places to estimate parking spot occupancy.
YOLOv5 was also put into action by Benjumea et al. [3] for detect-
ing small objects for autonomous vehicles, which has a maximum
accuracy of 96.05% by improving YOLOv5 and is called YOLO-Z.

3 DATASET AND MATERIAL
In the presented work, the AMR dataset consists of over 8,000 elec-
tronic meter images collected by an energy company located in In-
dia. The meter images are collected from various Indian households,
including districts, villages and settlements. As a result, AMR is
made up of images taken in unrestricted situations, which generally
contain blurriness (due to camera movement), ambiguity, variable
sizes, in-plane and out-of-plane rotations, reflections, shadows and
occlusions as shown in Figure 1. Because of the obstructions or
broken meters, the meter reading could not be successfully com-
pleted on 800-1000 images. The original dataset consisted of several
hazy images as well, which were eliminated manually, bringing
the total number of images in the cleaned dataset of 7,877 images.
The curated dataset used in this research included 7,877 images
in total after the data was cleaned. This dataset was partitioned
using an approach that assigned 6,300 images for training and the
remaining 1,577 images for validation. The images have resolutions
of 3072 x 4096. All the images are manually labelled over all the
meter readings to mark the position of each of the four corners of
the counter and a bounding box of dimension (x, y, w, h) for the
counter region is developed. The second dataset, made up of 1,000
images of cropped counters, is generated from the original dataset
by employing a custom function, which crops the counter region
and saves the cropped images automatically.

Figure 1: Sample images of AMR dataset.

Since in the new dataset, each meter consists of 7 digits, a total
of 5,537 digits were labelled manually. It has been observed that the
digit ‘0’ appears more frequently than the other digits, which is to
be expected given that a brand new meter starts with ‘0000000’ and
it takes longer to increase the leftmost digit position. As a result,
the frequency of numbers decreases with increasing numbers (i.e.,
digit 0 has the highest frequency and digit 9 has the lowest).

4 DEEP LEARNING ARCHITECTURE
Deep learning is an artificial neural network-based branch of ma-
chine learning science [2]. Multi-Layer Perceptrons (MLP), CNNs,
and Recurrent Neural Networks (RNN) are some of its variants
that can be used in many applications, such as natural language
processing, computer vision based applications, and machine trans-
lation. The applications of deep learning has evolved gradually
over the last decade in these areas. Neural networks had to evolve
structurally from prior network designs, along with a lot more
processing power. Some of the aspects of neural network evolution
are: (i) The current networks include a greater number of neurons
than the previous networks; (ii) There are more advanced methods
for interconnecting neural network layers and neurons; (iii) Mas-
sive increase in available processing power for training; and (iv)
Automatic feature extraction in deep learning. The architecture of
the simple neural network is shown in Figure 2. An input layer, a
hidden layer, and an output layer are the components that make
up this structure. The initial data of the neural network has been
stored in the input layers. The hidden layers are the layers between
the input and output layers that does all of the important computa-
tional tasks, hence it plays the most important role in producing a
result for given inputs in the output layer.

Figure 2: Sample neural network. [1]

The goal of the algorithms used in deep learning is to mimic
how the human brain learns and processes information. The term
“deep learning" refers to neural networks that are organised into
one of four fundamental network designs and include a significant
number of parameters and layers.

• Pre-trained unsupervised networks
• Neural networks with convolutions
• Neural networks with recurrent connections
• Neural networks that recurse

It is widely known that deep learning is a subset of machine
learning. In reality, machine learning and deep learning work in a
similar way. A significant advantage of deep learning over typical
machine learning methods is automatic feature extraction. Basic
machine learning models get better at executing their respective
tasks when new data is provided. But they still require human in-
volvement and interaction. Machine learning practitioners have
traditionally spent months, years and even decades manually con-
structing exhaustive feature sets for data classification. With the
intervention and required changes, an incorrect forecast could be
improved. But an algorithms of deep learning perform the deci-
sion and prediction automatically without human error possibilities.
This process is better explained in Figure 3, where feature extraction
and classification are done by the network itself.

Deep learning has outperformed traditional algorithms in terms
of accuracy and consistency in every type of data set with minimal
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human effort and adjustments. These deep networks can assist data
science teams by saving time and effort for more important tasks.
CNNs have been utilised in this work because of their ability to
create a two-dimensional internal representation of an image.

Figure 3: Difference between machine learning and deep
learning.

4.1 Convolutional Neural Networks
CNNs are types of deep learning model used to analyse information
with a grid pattern like images. They are based on the biological
structure of visual cortex of humans and are meant to automatically
and adaptively learn the spatial hierarchies of characteristics from
low to high level patterns [7]. In linear algebra, specifically in matrix
multiplication, CNNs are used to find the patterns in the images.
This makes the process easier to use for image classification and
object identification.

Figure 4: CNN architecture.

The building pieces that make up a CNN are detailed in the
CNN architecture, as shown in Figure 4. These building blocks
include convolution layers, pooling layers (such as max pooling)
and fully connected layers. On a training dataset, a loss function and
forward propagation are used to figure out how well the proposed
model with certain kernels and weights works. Meanwhile, the
performance of the proposed model with learnable parameters,
such as kernels and weights, is computed by employing a gradient
descent optimization procedure.

4.2 YOLOv5
YOLOv5 [12] is enhanced version of YOLOv4. The algorithm has
been continually improved, because of this, it has received the
highest scores possible on two official object recognition datasets:
Microsoft Common Objects in Context (Microsoft COCO) [20], as
well as Pascal Visual Object Classes (Pascal VOC) [5]. YOLOv5 is
distinct from its predecessors since it is based on PyTorch rather
than being a fork of the initial Darknet. Similar to the YOLOv4,
the YOLOv5 is outfitted with both a CSP framework as well as a
PANet head. The most significant enhancements are auto-learning
bounding box anchoring and mosaic data augmentation.

Figure 5 illustrates the YOLOv5 network. It is comprised of three
components: the backbone (CSPDarknet), the neck (PANet), and
the head (YOLO Layer). Before being sent to PANet for feature
fusion, initially, the data is sent over CSPDarknet to have its features
extracted.

Figure 5: The network architecture of YOLOv5.

The YOLO Layer will then send out the results of its detection:
the object’s category, class score, location, and bounding box size.
CSPNet [25] was merged into Darknet through YOLOv5, result-
ing in CSPDarknet as its backbone. By integrating the gradient
alterations to the feature space and resolving the issues with the
repeated gradient information in large-scale backbones, CSPNet
decreases model parameters and floating-point computations per
millisecond, assuring precision and speed while lowering model
size.

In the digit identification job, detection accuracy and speed are
crucial and compact model size also affects how well it can draw
conclusions on edge devices with limited resources. To increase
the information flow, the YOLOv5 used PANet [26] as its neck.
The usage of a unique feature pyramid network (FPN) architec-
ture by PANet with an enhanced bottom-up route increases the
transmission of low-level characteristics.

The choice of anchor boxes in YOLOv5 for object detection is
driven by an innovative approach that dynamically computes an-
chor box dimensions using a K-means clustering algorithm during
training. Unlike previous versions, this adaptive method identifies
anchor box sizes best suited to represent the varied object scales
and aspect ratios present within the dataset. This automated pro-
cess eliminates the need for manual selection or tuning of anchor
boxes, enhancing the model’s adaptability to diverse object sizes
and shapes while improving object localization accuracy and overall
detection performance.

The feature grids and all feature levels are connected via the use
of adaptive feature pooling, which enables the direct transfer of
essential information through one feature level to the next sub -
network. The usage of accurate localization signals is improved in
lower layers by PANet, which may clearly improve object location
accuracy. The model can handle small, medium, and large objects
because it comes with three different sizes of feature maps (18, 36,
and 72). This is part of the multi-scale features.

5 PROPOSED METHODOLOGY
This section includes the detailed methodology of the proposed
work of AMR. It is divided into several major steps; dataset col-
lection and the method used for the detection and recognition of
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digits. Overall, from beginning to end, the input image is taken,
annotated for the counter region and then applied to YOLOv5. The
images are cropped by the counter using the obtained coordinates.
The cropped counter is annotated with each digit to recognise the
meter reading. The output meter reading is then obtained by using
the YOLO architecture. The basic workflow of the proposed scheme
is depicted in Figure 6.

Figure 6: An end-to-end approach applied for Automatic
Meter Reading.

As a critical preparatory measure preceding the commencement
of model training, all images within the dataset underwent meticu-
lous resizing to a standardized dimension of 416 x 416 pixels. This
uniformity in image size is pivotal for optimizing the subsequent
training of the YOLOv5 model for object detection tasks. Following
this resizing process, an essential normalization step was applied,
ensuring that the pixel values across all images were scaled to a con-
sistent range between 0 and 1. This normalization strategy holds
paramount importance as it significantly aids in expediting the
convergence process during the model’s training phase. By stan-
dardizing the pixel values within this designated scale, the model
can learn more efficiently, discern intricate visual patterns, and
extract pertinent features from the dataset. These deliberate prepro-
cessing steps are instrumental in ensuring uniformity, enhancing
computational efficiency, and fortifying the model’s capacity to
adeptly detect objects across diverse contexts, thereby contributing
significantly to its overall robustness and performance.

YOLOv5 uses a cloud-based data augmentation approach called
a data loader to handle training data in batches during training.
Three different augmentation techniques are used by this loader:
scaling, color space modifications, and mosaic augmentation. The
most creative of these techniques is mosaic augmentation, which
mixes four images in a complicated way by splitting them into
four tiles with variable aspect ratios. This enriches the dataset by
synthesizing various contextual information within each batch.

The proposed approach is divided into three main parts: i.)
Counter detection, ii.) Localization of counter region and crop-
ping iii.) Detection and recognition of digits. The YOLOv5 model
is utilised to determine the counter region in given input image,.
After that, we crop the counter using the coordinates of detector.
Finally, counters are delivered to the Yolov5-based custom-built
OCR recognition network using the coordinates of detector .

5.1 Counter Detection
In various illumination conditions, it is difficult to locate the counter
immediately. Some text blocks, like meter specifications and serial
numbers, look a lot like the counter region in some meter models.

YOLOv5 model is employed in an image to determine the meter
reading zone. The annotated set of 7,877 images is further parti-
tioned into training and testing datasets for the model. The training
set contains 6,302 images, while the testing set has 1,575 images.
The training process takes around 10 hours to complete and the
best-weighted file accuracy attained is 99.78% for all sorts of images
including complex ones that are blurry and with unclear visibility.

5.2 Localization of Meter Region and Cropping
The best weight file has been deployed, which produced by YOLOv5
after training to determine the meter reading region of all images.
The obtained coordinates of the detected corner points of region
are then utilised to crop the counter region from the image. Con-
sequently, another set of cropped image datasets is constructed in
this stage, which are further utilised to train a new digit detection
and recognition model later.

5.3 Digit Detection and Recognition
Cropped images of meter readings are used for digit detection.
Another set of labelled datasets is constructed for digit detection
with 1,000 cropped images marked 0–9. The digit labelled dataset
is then trained using YOLOv5 architectures based custom OCR.
The training set images include the cropped images of meter digits
which are hard to see, due to several constraints.

6 RESULTS AND DISCUSSION
The proposed model is divided into major three parts: counter de-
tection, localization and cropping, followed by the digit recognition.
The experimental performance of the proposed AMR system is dis-
cussed in detail in this section. The training and testing data images
for the work are taken from various meter devices (analogue and
digital) and consist of total of 7,877 images. Initially, the counter
region test is started in which mAP is calculated to determine how
accurately the counter region is being recognised, where mAP is a
metric used to evaluate object detection models such as Fast R-CNN,
YOLO, Mask R-CNN and others. The mAP values are derived using
recall values ranging from 0 to 1. There is a potential that the model
detects the counter incorrectly sometimes, hence true positive and
false positive values are also calculated to examine the detection
accuracy of the model with right bounding box region.

The YOLOv5 framework is used in an AutomatedMaterial Recog-
nition (AMR) system, where it facilitates both counter detection
and recognition tasks in a two-stage procedure. The model focuses
on recognizing a single class in the first stage, known as counter
detection. Following that, in the second stage, the system is tasked
with recognizing and localizing digits spanning from 0 to 9, con-
sequently encompassing 10 separate detection and classification
classes.

Precision, recall and F1 score are metric scores derived from the
confusion metric, where precision is a measure of how many true
positive predictions are produced and recall is a measure of how
many positive instances the classifier properly predicted out of all
the positive detections from the model. The F1 score is a metric
that combines accuracy and recall. It is the arithmetic mean of
accuracy and recall. The Intersection over Union (IoU) method is
also used to compute the mAP parameter. It ranges between 0 and
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1, which reflects the overlapping between the predicted and actual
bounding boxes. The premitive performance parameters namely
precision, recall, F1-score and accuracy are measured by Eq. 1 to
Eq. 4, respectively.

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(1)

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2)

𝐹1_𝑠𝑐𝑜𝑟𝑒 = 2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙 (3)

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 +𝑇𝑁 (4)

where, TP, FP, TN, FN stands for True Positive, False Positive,
True Negative and False Negative, respectively. Figure 7 shows
an example of a processed image after the counter detection. It is
visible that blurred and tilted meter images are also being processed
successfully in the experiment. Figure 8 depicts some of the final
cropped images from the dataset. This dataset contains only the
region of digits to be further detected and identified by the model.

Figure 7: Counter detection sample images.

Figure 8: Sample cropped images.

The testing dataset contained 290 images, which is divided into
32 batches and 200 epochs. The results of YOLOv5 are shown below
in the Table 1. Further, the mAP is calculated at a threshold value
of 0.5.

The robustness of the counter detection model is critical for the
efficient performance of the digit detection and recognition models.

Table 1: YOLOv5 Performance

ClassID Labels Precision Recall F1-Score mAP@.5

All 1643 0.898 0.828 0.862 0.887
0 323 0.822 0.884 0.852 0.875
1 191 0.888 0.812 0.849 0.877
2 183 0.829 0.765 0.796 0.854
3 130 0.931 0.815 0.871 0.904
4 148 0.977 0.863 0.918 0.914
5 141 0.856 0.773 0.813 0.85
6 157 0.951 0.871 0.910 0.937
7 104 0.924 0.837 0.879 0.875
8 138 0.923 0.848 0.884 0.91
9 128 0.878 0.812 0.844 0.87

The counter detection model with images in an unconstrained sce-
nario yield the highest mAP of 99.78%. The model took an average
of 26 miliseconds to detect the counters in an image. The prediction
process of the cropped image digits and confidence score detected
digits from the image is mentioned in Figure 9.

Figure 9: Output confidence value

Figure 10 shows several sample output images of digit detection
from challenging input images. As the digits are not visible in all
the cropped images, detection and recognition is a difficult task and
hence infeasible.

Figure 10: Sample digit prediction.

The testing image dataset has an overall label count of 1,643
images with a combined precision as 89.80%, recall as 82.80% and
an mAP as 88.70%. Figure 11 represents the confusion matrix of all
the digits giving the impression of out-performance of training on
YOLOv5. The true prediction of digits ‘0’ and ‘4’ surpasses the true
prediction of all other digits. The background False Negative (FN)
row and background False Positive (FP) column give the information
about incorrect predictions made by the detector, which is low for
all the digits, giving an impression of accuracy of the proposed
detector.

Figure 12 highlights the F1 score of all the individuals as well
as of all the classes. The detector has an overall F1 score of 86%
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Figure 11: Confusion matrix.

at 57.30% confidence value. Figure 13 represents the trade-off be-
tween precision and recall for different threshold values. Since the
area between the Precision-Recall (PR) curves for all the classes
is around 0.887, it represents both high precision and high recall
value. High scores for both show that the detector is performing
well and returning accurate results (high precision), as well as high
recall value. It can also be observed from the curves that the digit
‘6’ has the maximum F1 score and PR curve area, while the digit ‘2’
has the minimum F1 score and PR area.

Figure 12: F1 curve.

The performance metric of both the training and validation
sets is given in Figure 14. Basically, 3 kind of losses exist, namely,
box loss, object loss and classification loss. The model accuracy is
defined by locating the centre of an object as well as prediction of
bounding boxes that covers the object. Another loss is based on
the measurement in terms of probability of existence of an object
in the proposed region. The high value defines the likelihood of
object in the image window and vice versa. Another classification
loss is defined by prediction of accuracy of belongingness to the
particular class. these losses observed rapid decline until around
150 to 200 epochs. The sample images of training and validation by
YOLOv5 are shown in Figure 15 and Figure 16, respectively.

Figure 13: Precision recall curve.

Figure 14: Plots of loss on training and validation set.

Figure 15: Sample training images.

7 CONCLUSION AND FUTURE SCOPE
In this research work, an efficient strategy for an automated meter
reading system is presented that yields state-of-the-art counter de-
tection results as well as consistent results for various illumination
and unconstrained images. The major contribution of this research
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Figure 16: Sample validation images.

is the development of a systematic approach to automating the me-
ter reading, which was accomplished using a step-by-step approach
for which the training dataset from a set of 8,000 meter reading im-
ages containing diverse unconstrained scenarios are used.YOLOv5
is used to train the meter images for the counter detection and
then use the weights for counter detection and detecting the meter
reading region to generate cropped images of the meter reading.
The accuracy of the trained model was determined to be 99.74%.
The cropped image after digit recognition has an excellent accuracy
88.70% in YOLOv5.

Deep Learning-Based Automated Electronic Meter Reading Sys-
tems using YOLOv5 architecture include limited evaluation across
diverse meter types and conditions, a lack of optimization for large-
scale deployment, unexplored adaptation to varied data augmen-
tation techniques, and insufficient investigation into contextual
integration and robustness against adverse environmental factors.

The future work plan is to build a technique for detecting the
counter region and its corners at the same time to improve the speed
as well as the accuracy. The AMR pipeline can be used to investigate
the performance of automated recognition meter models and types
as well as cases in which the counter has rotated digits, which is a
common cause of reading errors in the analogue meters. Secondly,
the dataset size needs to be increased to improve the accuracy.
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