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ABSTRACT
In the past years, since 2020, the outbreak of COVID-19 has alarmed
the world with the speed and its spread around the world. This
raised the demand of early, accurate and automated detection sys-
tem for the COVID-19 as there is a scarcity of manpower in medical
field. This attracted many researches using deep learning to build
COVID-19 detection model. For the diagnosis of COVID-19, com-
puted tomography scanning are being used as more accurate, non-
invasive and efficient method in real-time. In this work, we have
proposed a model using six different image classification techniques
of deep learning on CT scan images and compared the accuracy
to find the most suitable and reliable model for transfer learning
to achieve best result on ResNet50 as 97.19% training and 98.05%
testing accuracy. The model will automate the process of detection
of the COVID-19, leading to the advancement in the field of smart
health-care.
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1 INTRODUCTION
COVID-19 is a respiratory infectious disease caused by SARS-Cov-2
virus. It was first detected in the year of 2019 in Wuhan, China and
started spreading all over the world rapidly and later declared as
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a pandemic by the World Health Organization (WHO) in March
2020. This led to global and social disturbance on a large-scale.
The common symptoms of COVID-19 are fever, dry cough, fatigue,
breathing difficulties, loss of smell and taste, and headache. The
severity of COVID-19 includes pneumonia and acute respiratory
distress syndrome. Themost of themethod for diagnosis is real-time
reverse transcription polymerase chain reaction (RT-PCR) [4]. De-
spite the standard detection method, RT-PCR has been observed too
sensitive for the contamination process, that is, even the presence of
DNA traces could produce false results [5]. Seeing the limitations
of RT-PCR [7], the computed tomography (CT) scanned images
are considered more trustworthy by the radiologists and medical
experts.

The computed tomography (CT) scanned images is basically a
picture of the inside the chest, which is generated by small amount
of ionizing radiation. The main purpose of the CT scanned images
is to examine the lungs, heart and chest wall and detect any ab-
normality such as pneumonia, COVID-19 and cancer. The demand
of CT scanned images have been increased due to the efficiency,
accuracy, and feasibility in real-time [11].

Recently, deep learning has become the most popular and pow-
erful tool for the prediction and classification tasks in the computer
vision applications. It is a technique that simulates the human brain
to carry out any assigned task. The need of minimum human in-
tervention makes it more accurate. Due to the hasty increase in
the computational power and efficient storage systems, the deep
learning techniques are in demand [15]. Convolutional Neural Net-
work (CNN) is a deep learning method mainly used to analyze
and process images such as classification, recognition, etc. Image
classification is the process of grouping similar pixels in an im-
age according to some particular conditions or properties. These
methodologies are utilized in a wide range of applications, such as
traffic monitoring [17], weapon detection [18], self-driving vehicles
[6], natural language processing [13], and many others.

In this article, six image classification models are used to de-
tect COVID-19 from the CT scanned images and the accuracy is
analyzed. On the basis of images obtained from chest CT scans,
we proposed constructing an automated and intelligent method
for making the distinction between COVID-19 patients and non-
patients. Before taking each image through the training process
using deep learning models, we pre-processed each. In addition to
this, amount of the data has been augmented, and a feature selec-
tion strategy has been employed in order to identify relevant and
significant trainable characteristics for the CNN model. The models
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for image classification are trained using just a selection of the fea-
tures available, and then their accuracy is evaluated and compared
in considerable detail. Our algorithm can read the structure of a
chest CT scan in an instant, can utilize hidden patterns to identify
patients with COVID-19, and it can decrease the number of human
preprocessing steps that are required. The experimental findings
reveal that the x-ray image dataset has high levels of accuracy,
precision, and recall, as well as an F-1 score.

2 DEEP LEARNING ARCHITECTURE
Deep learningmethods are the form of machine learning that makes
use of computing models inspired by the structure of the human
brain to carry out the tasks of classification and prediction. The
neural network is an integral part of deep learning. In general, it
has more than three layers. Convolutional Neural Network (CNN)
is a form of artificial neural network, mainly used to process pixel
data. It derives its name from the process termed as convolution.
In mathematics, convolution is an operation on two functions (𝑓
and 𝑔) which produce third function (𝑓 ∗ 𝑔) that expresses how the
shape of one is modified [19]. In CNN, convolution (also known as
convolutional layer) is a process where a small matrix of numbers
(kernel or filter) is taken and passed over the image and the image
gets transformed depending on the values of the filter. This trans-
formed image is termed as feature map. The formula to calculate
the value of feature map values is defined by Equation 1,

𝐺 [𝑚,𝑛] = (𝑓 ∗ ℎ) [𝑚,𝑛] =
∑︁
𝑗

∑︁
𝑘

ℎ[ 𝑗, 𝑘] 𝑓 [𝑚 − 𝑗, 𝑛 − 𝑘] (1)

where, 𝑓 denotes the input image, ℎ denotes the kernel,𝑚 and 𝑛
denotes the rows and columns of the feature map matrix, respec-
tively.

A CNN architecture has several convolutional and pooling layers
followed by the output layer called the fully connected layer. The
final classification and flattening of the vector, that is the arrange-
ment of 3D volume of numbers into a 1D vector, received from the
preceding layer takes place in this layer.

2.1 Image Classification
Image classification is the process of categorizing and sorting the
pixels within an image based on specific rules and conditions [12].
It has accelerated technological advancement in the many fields
including auto-mobile, health-care, manufacturing, etc. There are
two types of image classification, namely single-label classification
and multi-label classification. Single-label classification model is
used where each image contains only one label. For example, image
of an apple, ring, etc. multi-label classification is a categorizing
technique where more than one label is present in the image. For
example, an image of a road can contain different labels like vehicles,
traffic lights, shops, person etc.

The image classification models are developed by varying either
the size of the filter used in various layers, the number of convo-
lutional, pooling and fully connected layers or both. The image
classification models used in this work are,

• ResNet50
• DenseNet121

• DenseNet169
• DenseNet201
• VGG16
• VGG19

2.1.1 ResNet50. Residual Network (ResNet) is a neural network
architecture that uses the technique of skip connections. The skip
connection is a technique where the original input value is added
to the output of the layer. This is useful to tackle the problem of
vanishing gradient while training the neural network [8]. In the
Fig. 1, it is visible that 𝑥 is original input, 𝐹 (𝑥) is output from first
layer, and 𝐹 (𝑥) + 𝑥 will be the input for next layers.

Figure 1: Illustration of Skip Connection.

ResNet50 is the form of ResNet model that has 48 convolution
layers as shown in Fig. 2 .

Figure 2: ResNet50 Architecture [8].

2.1.2 DenseNet121. DenseNet or Densely Connected Convolu-
tional Network is an image classification modeling which each
layer obtains increased input from all prior layers, such that ev-
ery level is interconnected with every other level and transmits
its very own feature maps to every following levels [9]. DenseNet
concatenates and utilizes image features from all preceding levels as
inputs, resulting in reduced required parameters and repetitive im-
age features discarded due to feature reuse. Therefore, the 𝑖𝑡ℎ layers
accepts the image features from all the previous layers, 𝑦0,. . . 𝑦𝑖−1,
as the input as in equation below. The architecture of DenseNet121
is shown in Fig. 3.

𝑦𝑖 = 𝐹𝑖 ( [𝑦0, 𝑦1, 𝑦2, ...., 𝑦𝑖−1]) (2)
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Figure 3: DenseNet121 Architecture [9].

2.1.3 DenseNet169. DenseNet169 is a 169 layer deep DenseNet ar-
chitecture [9].As shown in Fig. 4, The DenseNet-169 contains basic
convolution layer with 64 filters of size 7X7 and Max Pooling Layer
of size 3X3, followed by dense block 1 which has 2 convolutions
(1X1 and 3X3, respectively) repeated 6 times, 1 transition layer
having one 1X1 convolutions and one 2X2 AvgPool, 2 dense block
has 2 convolutions (1X1 and 3X3, respectively) repeated 12 times,
2 transition layer (one 1X1 Conv and one 2X2 AvgPool), 3 dense
block with 2 convolutions (1X1 and 3X3, respectively) repeated
32 times, 3 transition layer (one 1X1 Conv and one 2X2 AvgPool,
4 dense block having 2 convolutions (1X1 and 3X3, respectively)
repeated 32 times, global Average Pooling layer of size 7X7 accepts
all the feature maps of the network to perform classification and
1 fully connected layer with 1,000 nodes that makes a total of 169
layers.

Figure 4: DenseNet169 Architecture [9].

2.1.4 DenseNet201. DenseNet201 is another enhanced variant of
DenseNet architecture having 201 deep layers [16]. As shown in Fig.
5, the 201 layers constitute the DenseNet201 architecture, are basic
convolution layer with 64 filters of size 7X7 and Max Pooling Layer
of size 3X3, followed by 1 dense block which has 2 convolutions
(1X1 and 3X3, respectively) repeated 6 times, 1 transition layer
having one 1X1 convolutions and one 2X2 AvgPool, 2 dense block
has 2 convolutions (1X1 and 3X3, respectively) repeated 12 times,
2 transition layer (one 1X1 Conv and one 2X2 AvgPool), 3 dense
block with 2 convolutions (1X1 and 3X3, respectively) repeated
48 times, 3 transition layer (one 1X1 Conv and one 2X2 AvgPool,
4 dense block having 2 convolutions (1X1 and 3X3, respectively)
repeated 32 times, global Average Pooling layer of size 7X7 accepts
all the feature maps of the network to perform classification and 1
fully connected layer with 1,000 nodes.

2.1.5 VGG16. VGG (Visual Geometry Group) consisted of blocks
composed of 2D convolution and max pooling layers. It is still one
of the most used image classification model [14]. VGG16 is a variant

Figure 5: DenseNet201 Architecture [16].

of VGG model with 16 convolutional layers. As shown in Fig. 6,
the 16 layers of VGG16 are two convolution using 64 filters along
with max pooling layer, two convolution using 128 filters and max
pooling layer, three convolution using 256 filters followed by max
pooling layer, two sets of three convolutions using 512 filters and
max pooling layer. At the end, three Fully Connected layers are
present in the network, first two have 4,096 nodes and the last is
the output layer with Soft-Max activation with 1,000 nodes.

Figure 6: VGG16 Architecture [14].

2.1.6 VGG19. VGG19 is other form of VGG architecture that is
19 layers deep [3]. As shown in Fig. 7, the 19 layers of VGG19 are
two convolution using 64 filters along with max pooling layer, two
convolution using 128 filters and max pooling layer, four convo-
lution using 256 filters followed by max pooling layer, two sets of
four convolution using 512 filters and max pooling layer. At the
end three Fully Connected layers are present in the network, first
two have 4,096 nodes and the last is the output layer with Soft-Max
activation with 1,000 nodes.

Figure 7: VGG19 Architecture [3].

3 PROPOSED METHODOLOGY
The dataset is collected from three different sources. The first one
is the data collected by Joseph Paul Cohen and Paul Morrison
and Lan Dao for their research [1], the second one is collected
by Kermany and team for their research Medical Diagnoses and
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Figure 8: The Proposed Framework Steps Used.

Treatable Diseases by Image Based Deep Learning [10] and the last
one is collected by Radiological Society of North America [2]. A
quick algorithm overview of the steps of the framework that have
been used is shown in Fig. 8.

3.1 Dataset and Pre-Processing
The original dataset consisted of 3,995 COVID-19 infected and 4,038
normal CT scanned images for training purpose. This makes total
of 8,033 images in the training dataset. There are 532 COVID-19 in-
fected and 541 normal X-Rays in total 1,073 images consists testing
dataset. Data augmentation is a process of increasing the volume
and diversity of data without collecting new data. In the work,
several data augmentation techniques are being used as rotation,
horizontal flipping and shearing. In this work, the dataset are aug-
mented using the rotation, magnification, shifting, shearing, and
flipping. An image from the original dataset gets augmented into
four images, as seen in the Fig. 9. After augmentation, the training
dataset have in total 18,032 images, where 9,224 are COVID-19
infected and 8,808 are normal chest X-Rays, while among rest of
5,450 images, 2,725 images are COVID-19 infected and rest 2,725
images are normal in the testing dataset.

Figure 9: Data Augmentation.

3.2 Feature Extraction and Selection
Feature extraction is the process of extracting the parameters from
the images on which the model is going to be trained. Significantly,
in the model, the number of features is same as the number of
pixels in the image. On the extraction of features from the dataset

using CNN model, we observed 2,37,88,418 parameters. Feature se-
lection is a process of selecting those parameters that meaningfully
contribute in giving the final output value. In other words, fea-
ture selection is the process of removing the irrelevant or partially
relevant features that reduces the efficiency of the performance
of the model. The Recursive Feature Elimination (RFE) procedure
evaluates features based on certain assessment of their value. At
each stage, each feature is evaluated to see how important it is, and
the ones that aren’t as important are discarded. In the sequential
elimination process, recursion is needed because the relative value
of each feature could change when it is looked at across a new set
of features. RFE was used to attain the highest accuracy on every
classification model. In this work, RFE has been used for feature
selection to obtain 2,00,706 trainable features as the output.

4 RESULTS AND DISCUSSION
The Transfer Learning approach has been used to train deep learn-
ing architectures used in this research. Transfer Learning is the
process in which the network,pre-trained on one database, suc-
cessfully transfers its learned features to a new database, thereby
helping in increasing the overall performance of the model. The
ResNet50, DenseNet121, DenseNet169, DenseNet201, VGG16 and
VGG19 models were trained on the x-ray images database, as the
baseline model, and the learning was transferred to CNN.

The images from the augmented dataset are read and resized to
224X224X3. The dataset is split into training and testing datasets
with a ratio of 3:1. The features are extracted from the dataset and
go through a selection process known as feature selection. The x-
ray images are then classified on the basis of these selected features.
The accuracy of all the six models on the training and testing dataset
is listed in the Table 1.

Table 1: Training and Testing Accuracy of the Models.

Model Training Accuracy Testing Accuracy

ResNet50 97.19% 98.05%
DenseNet121 89.50% 98.20%
DenseNet169 89.87% 97.66%
DenseNet201 90.38% 95.31%

VGG16 93.12% 95.51%
VGG19 96.88% 96.48%

Figure 10: Accuracy PerformanceMetric of The Applied Deep
Learning Models.
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(a) ResNet50 (b) DenseNet121 (c) DenseNet169

(d) DenseNet201 (e) VGG16 (f) VGG19

Figure 11: Accuracy and Data Loss Graphs of Models.

From the above Table, it is shown that ResNet50 gives good
accuracy for training as well as testing dataset as of 97.19% and
98.05%, respectively. The maximum testing accuracy of 98.20% is
achieved by DenseNet121, but the training accuracy of the same
is 87.50%, which is not acceptable performance, respective to the
detection model. Furthermore, after increasing more layers, using
DenseNet169 and DenseNet201, the training accuracy has been ex-
amined and 87.87% and 89.38% accuracies are observed, respectively,
while the testing accuracies are 97.66% and 95.31%, respectively.
The lowest testing accuracy is achieved by DenseNet201. Therefore,
this signifies that addition of more layers or deeper CNN models
do not impact on the performance and hence do not improve the
accuracy. Also, VGG19 model is able to achieve a good accuracy of
96.88% and 96.48% on the training and testing dataset both, while
VGG16 achieved 93.12% and 95.51% on the training and testing
dataset, respectively.

The reason behind the difference between the training and test-
ing accuracy of DenseNet121, DenseNet169 and DenseNet201 is
due to the augmented data as there may be some images that are
creating redundancy and some images which are hard to train. Also,
testing set has images which are used for the augmentation. To over-
come this problem, the models like Resnet50, VGG16 and VGG19

are used. Another reason is the impact of dropout function, which
sets a subset of features to 0 during training process, while it use
all features during testing phase and are scaled appropriately. As a
result, the model is proven as more robust during testing, which
can lead to higher testing accuracy. Fig. 10 illustrates a comparison
graph that was constructed using all six trained models.

Figure 11 shows the graph plots between training and testing
accuracy and data loss for every model. It is seen that there are
many spikes in the testing accuracy and testing data loss. The spikes
are an expected side effect of Adam’s Mini-Batch Gradient Descent.
Some mini batches contain unexpectedly some unfavorable data
for the optimization and hence generates the spikes. The proposed
model has only two classes, which makes it slightly biased with the
testing data.

5 CONCLUSION
In this work, the data has been augmented to increase the size of
the dataset followed by feature extraction and feature selection
using predefined CNN models and to avoid over-fitting. The mod-
els including ResNet50, DenseNet121, DenseNet169, DenseNet201,
VGG16 and VGG19 are trained on the selected trainable features on
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the augmented dataset. The best accuracy is observed by ResNet50
as 97.19% in training and 98.05% in testing. The proposed model by
no means is a commercially ready solution as the privacy concerns.
The non-availability of medical dataset is the major issue faced
while development of reliable models in the field of medical science.
However, the collection of new data will help to increase the vari-
ability in the datasets and to increase the accuracy. Researchers and
data scientists may utilize this work to facilitate the construction
of highly accurate and trustworthy models.
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