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ABSTRACT
The Turkish Music Emotion Dataset in the CL database is a dataset
for music emotion classification, which contains many music sam-
ples and their corresponding emotion labels. This paper presents a
comparative analysis of the performance of the traditional random
forest machine learning model and the XGBoost model on the given
dataset. The findings indicate that the traditional random forest
machine learning model outperforms the XGBoost model in terms
of accuracy, accuracy, and recall rate. The traditional random forest
machine learning model achieves an accuracy of 80.8%, whereas
the XGBoost model achieves an accuracy of 75%. The recall rate
of the traditional random forest machine learning model is 80.8%,
whereas the recall rate of the XGBoost model is 77.2%. The tradi-
tional random forest machine learning model achieved an F1 score
of 80.5%, whereas the XGBoost model attained an F1 score of 75.3%.
The comprehensive evaluation of the XGBoost model outperforms
the traditional random forest machine learning model. Generally,
the traditional random forest machine learning model demonstrates
strong performance in the domain of music emotion classification.
It exhibits favorable qualities such as robustness and interpretabil-
ity, and possesses the ability to effectively handle noise and missing
data. The XGBoost model, on the other hand, can be trained and
predicted quickly, with high accuracy and generalization ability.
Therefore, in practical application, it is necessary to select the ap-
propriate model according to the specific situation, and optimize
and adjust it to obtain the best classification effect.
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1 INTRODUCTION
TheTurkish Music Emotion Dataset in the UCL database is a dataset
for sentiment analysis research that contains songs from Turkish
traditional music and their corresponding emotional labels. The
dataset comprises a comprehensive collection of 1,000 songs, each
accompanied by an emotion label denoting various affective states
such as happiness, sadness, anger, and relaxation. The dataset was
constructed to represent a discrete model comprising four distinct
classes, namely happy, sad, angry, and relaxed. In order to curate the
dataset, a diverse range of Turkishmusic was chosen, encompassing
both verbal and non-verbal compositions. The database contains
a set of 100 musical works, with an equal distribution of samples
across each class. The original dataset consisted of 400 samples,
with each sample having a duration of 30 seconds.

The collection process of this dataset is completed by manual
labeling, and professional musicians listen to and analyze each song,
and then give the corresponding emotional label. Such labeling can
ensure the accuracy and credibility of the data. In addition to the
sentiment label, the dataset also provides some other information,
such as the name of the song, the artist, the composer, and so on.
This information is also very helpful for researchers to carry out
more in-depth analysis and exploration. This dataset can be used
for training and testing of sentiment analysis algorithms, as well as
exploration of music emotion research. Through the study of this
dataset, we can have a deeper understanding of the emotional char-
acteristics of traditional Turkish music and explore the application
of emotion analysis algorithms in the field of music.

The Turkish Music Emotion Dataset in the UCL database is a
dataset for sentiment analysis research that contains songs from
traditional Turkish music [1]. In the field of machine learning,
researchers have developed some sentiment analysis algorithms
based on machine learning through the analysis and research of this
data set, and achieved some results [2, 3]. For example, Guo Feng
used the support vector machine (SVM) algorithm to classify the
emotion of the dataset [4], and achieved good classification effect.
Xia Yu; Deep learning algorithms are used, such as convolutional
neural networks (CNN) [5]. Das Sanchali used recurrent neural net-
works (RNN) [6] and also achieved good results. Some researchers
have used traditional machine learning algorithms, such as support
vector machines and naive Bayes, to carry out sentiment analysis
[7, 8]. Other researchers use deep learning algorithms, such as con-
volutional neural networks, recurrent neural networks, etc. [9, 10],
to conduct sentiment analysis. These algorithms have achieved
many successful applications in the field of emotion analysis. The
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Figure 1: Feature dimension reduction. (Photo credit : Original)

application of these algorithms can help us more accurately analyze
and understand the emotional characteristics of traditional Turkish
music, and also provide some references and enlightenment for the
development of the field of music emotion analysis [11]. In addition,
these algorithms can also be applied to other fields of sentiment
analysis, such as text sentiment analysis, image sentiment analysis,
etc.

2 HANDLING OF DUPLICATE AND OUTLIER
VALUES

In data preprocessing, the processing of duplicate values and out-
liers is a very important step. Duplicate values refer to the presence
of multiple identical records in the data set, while outliers refer to
some extreme value or unreasonable data in the data set that may
adversely affect the accuracy of the model.

In terms of handling duplicated values, we can use the dupli-
cated() function in the pandas library to determine if there is a
duplicate value in the dataset and use the drop_duplicates() func-
tion to remove the duplicate value. For the handling of outliers,
this paper adopts the 3f principle. The 3f principle means that
the data in the data set is normalized according to the mean and
standard deviation, and then the data above 3 standard deviations
is treated as an outlier.

3 DATA STANDARDIZATION
Data standardization refers to scaling the data in a data set to a
certain scale so that the data falls within a specific range. This
paper uses Z-score standardization to standardize the data.

Z-score normalization is the process of subtracting the mean
from each data point in the data set and dividing it by the standard
deviation to convert the data into a standard normal distribution.

4 DATA STANDARDIZATION
4.1 Pearson correlation analysis
The Pearson correlation coefficient is a statistic used to measure
the degree of linear correlation between two variables, and its
mathematical concept is: Let X and Y be two random variables with
covariance cov (X,Y) and variance Var(X) and Var(Y), respectively.
The Pearson correlation coefficient d of X and Y is defined as:

Aℎ> = 2>E (-,. ) /
√
(+0A (- ) ∗

√
(+0A (. ) (1)

Where cov (X,Y) represents the covariance of X and Y, and Var(X)
and Var(Y) represent the variance of X and Y, respectively.

4.2 Feature dimension reduction
Feature dimensionality reduction refers to reducing the feature
dimension of the data set by some method in order to reduce the
complexity of the model and improve the accuracy of the model. In
this paper, the correlation coefficient of each feature is calculated
using correlation analysis, and then the redundant features with
high linear correlation are screened out. Select the first ten features
with greater weight, and the results are as shown in the Figure 1

5 COMPARISON BETWEEN TRADITIONAL
RANDOM FOREST ALGORITHM AND
XGBOOST ALGORITHM

The data set was loaded and divided according to the ratio of 7:3.
The Random forest classification model and XGBoost classification
model were used to train the data set, and the accuracy, accuracy,
calculation recall rate and F1 score of the models were compared
to compare the classification effects of the two models.

A Random Forest is an ensemble learning algorithm composed
of multiple decision trees. In the random forest, the training data
of each decision tree is randomly extracted from the original data
set, and the features of each node are also randomly selected from
all the features for calculation, thus reducing the overfitting degree
of the model to the training data and improving the generalization
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Figure 2: Random forest confusion matrix. (Photo credit: Original)

Table 1: Model evaluation

Accuracy Recall precision F1

Training set 1 1 1 1
Test set 0.808 0.808 0.808 0.805

Table 2: Model evaluation

Accuracy Recall precision F1

Training set 1 1 1 1
Test set 0.75 0.75 0.772 0.753

ability of the model. Random forest model has good performance
in processing high-dimensional data and nonlinear feature fitting.

XGBoost (eXtreme Gradient Boosting) is an optimization imple-
mentation of Gradient Boosting Decision Tree (GBDT). Compared
with the traditional GBDT, XGBoost introduces regularization term
and second derivative information, optimizes the training process
of the model, and improves the accuracy and generalization ability
of the model. XGBoost also has a good ability to handle high-
dimensional data and nonlinear feature fitting. At the same time,
XGBoost also supports parallel computation and missing value
processing, which makes the training process of the model more
efficient and stable. The results are shown in Figure 2, Table 1,
Figure 3 and Table 2 below:

5.1 Pearson correlation analysis
5.2 XGBoost predicts results
Music is an important part of human culture, and emotions are
at the heart of human emotional experience. Therefore, it is of
great significance to study the relationship between music and
emotion. The Turkish Music Emotion Dataset is a dataset for music

emotion classification, which contains many music samples and
their corresponding emotion labels. The analysis of this dataset
can help us better understand the relationship between music and
emotion, and provide data support for the construction of music
emotion classification model.

In constructing the classification model of this dataset, we used
the traditional random forest machine learning model and the XG-
Boost model, and compared their accuracy, recall rate and other
indicators. The results show that the accuracy, accuracy and recall
rate of the traditional random forest machine learning model are
better than the XGBoost model, 80.8%, 80.8% and 80.5%, respec-
tively. The comprehensive evaluation shows that the traditional
random forest machine learning model has better comprehensive
classification effect.

Traditional random forest machine learning models are ensem-
ble learning algorithms that combine multiple decision trees for
classification or regression. The advantages of random forest model
are that it can process high-dimensional data, has strong nonlinear
feature fitting ability, and has good robustness and interpretabil-
ity. The robustness of the random forest model comes from the
construction process of its decision tree, which is generated by
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Figure 3: XGBoost confusion matrix. (Photo credit: Original)

random sampling and therefore has a certain tolerance for noisy
data and missing values. In addition, random forest models can
also provide an assessment of the importance of features, which
helps to understand the decision-making process of the model.

XGBoost (eXtreme Gradient Boosting) is a gradient enhanced
decision tree algorithm that improves the accuracy of the model
by iteratively training multiple decision trees. XGBoost model has
the advantages of fast training and prediction, high precision, and
strong generalization ability. The fast training and prediction speed
of the XGBoost model is due to its parallel computation and cache
optimization mechanism, while it can also handle sparse data and
missing values. In addition, the XGBoost model can provide an
assessment of the importance of features, which helps to understand
the decision-making process of the model.

In the field of music emotion classification, the traditional ran-
dom forest model and XGBoost model have been widely used. Tra-
ditional random forest models can classify music by extracting
various features, such as rhythm, tone, timbre, etc., while XGBoost
models can classify music by learning emotional features, such as
happy, sad, angry, etc. To sum up, based on this application sce-
nario and data characteristics, the random forest machine learning
model is better.

The traditional random forest machine learning model and XG-
Boost model have their own advantages and disadvantages. In prac-
tical application, it is necessary to choose the appropriate model
according to the specific situation. For the Turkish music emotion
dataset, the traditional random forest machine learning model per-
formed better, but for other datasets, perhaps the XGBoost model
would be more appropriate. Therefore, in practical application, we
need to choose the right model according to the specific situation,
and optimize and adjust it to obtain the best classification effect.

In practical application, we can choose a suitable model accord-
ing to the needs and data characteristics of music emotion classifica-
tion. If you need to deal with high-dimensional data and nonlinear
features, you can choose the traditional random forest machine
learning model; If you need to train and predict speed quickly and

deal with sparse data and missing values, you can choose the XG-
Boost model. At the same time, in the process of model training,
we also need to screen and optimize the features to improve the
classification effect and generalization ability of the model.

To sum up, music emotion classification is a challenging and
significant problem, and both traditional random forest machine
learning model and XGBoost model are effective solutions. In
practical application, we need to choose the right model according
to the specific situation, and optimize and adjust it to get the best
classification effect.

6 CONCLUSION
The Turkish Music Emotion Dataset is a dataset for music emotion
classification, which contains many music samples and their cor-
responding emotion labels. The analysis of this dataset can help
us better understand the relationship between music and emotion,
and provide data support for the construction of music emotion
classification model.

When constructing the classification model for this dataset, we
use the traditional random forest machine learning model and XG-
Boost model, and compare their accuracy, recall rate and other
indicators. The results show that the accuracy, accuracy and re-
call rate of traditional random forest machine learning model are
better than XGBoost model, 80.8%, 80.8% and 80.5% respectively.
According to the comprehensive evaluation, the comprehensive
classification results of the traditional random forest machine learn-
ing model are better.

The traditional random forest machine learning model is an
ensemble learning algorithm that combines multiple decision trees
for classification or regression. The advantages of the random
forest model are that it can process high-dimensional data, has a
strong ability to fit nonlinear features, and has good robustness
and interpretability. The robustness of the random forest model
comes from the construction process of its decision trees, which are
generated by random sampling, so they have a certain tolerance for
noisy data and missing values. In addition, the random forest model
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can also provide an assessment of the importance of features, which
helps to understand the decision-making process of the model.

XGBoost (eXtreme Gradient Boosting) is a gradient boosting
decision tree algorithm that improves the accuracy of the model
by iteratively training multiple decision trees. The advantage of
XGBoost model lies in its fast training and prediction speed, high
accuracy and generalization ability. The fast training and prediction
speed of the XGBoost model is due to its parallel computation and
cache optimization mechanism, while it can also handle sparse data
and missing values. In addition, the XGBoost model can provide an
assessment of the importance of features, which helps to understand
the decision-making process of the model.

In the field of music emotion classification, both traditional ran-
dom forest model and XGBoost model have been widely used. The
traditional random forest model can classify music by extracting
various features, such as rhythm, tone, timbre, etc., while the XG-
Boost model can classify music by learning emotional features,
such as happiness, sadness, anger, etc. In summary, based on this
application scenario and data characteristics, the random forest
machine learning model is better.

In summary, both the traditional random forest machine learning
model and the XGBoost model have their own advantages and
disadvantages, and it is necessary to choose the appropriate model
according to the specific situation in practical application. For
the Turkish music emotion dataset, the traditional random forest
machine learning model performed better, but for other datasets,

perhaps the XGBoost model would be more suitable. Therefore, in
practical applications, we need to choose the right model according
to the specific situation, and optimize and adjust it to obtain the
best classification effect.
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