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Please execute the following instructions step-by-step. The text entered is a transcription
of the commentary video. #Step 1 Summarize the explanation of the technique.

#Step 2 Extract its elemental movements and make them into a Mermaid flowchart using
appropriate branching, also taking into consideration the division into cases.

Please tell me where each step in the flowchart falls in the input sentence. The output
should be a two-dimensional list whose elements are
[name of step, alphabet of step, index of corresponding sentence].
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Figure 1: SkillsInterpreter automatically generates a flowchart of the skills recorded in a video by large language models from
the speech contained in the video, and uses it as a user-operable tool for video browsing. The generated flowchart explores
desired scenes, checks the current chapter, and reviews the skill structure while watching the video.

ABSTRACT

The use of video for learning physical skills such as modern martial
arts is becoming popular. Physical skills such as modern martial arts
require decisions depending on the situation. An example of these
decisions is selecting an appropriate off-balance technique based on
the position of the opponent’s feet. However, the existing interface
does not support video browsing based on the structure of the
physical skills, including situations and the decisions that should be
made at that time. We hypothesize browsing based on the structure
can help the user’s skill comprehension. In this paper, we propose
a structure-based video browsing method, SkillsInterpreter, which
automatically generates a flowchart of the speech-contained skill
instruction video by large language models (LLMs). The generated
flowchart explores desired scenes, checks the current chapter, and
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reviews the skill structure while watching the video. Our study
included interviews with experts and evaluations with learners in
modern martial arts. Based on our two studies, it was suggested that
SkillsInterpreter can support video-based skill learning in modern
martial arts, especially in Brazilian Jiu-Jitsu, which needs situation-
specific decision making.
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1 INTRODUCTION

Video-based learning is widely used in the acquisition of physical
skills. For example, fitness is one of the hot topics in the social
streaming service [16]. As another example, in modern martial arts,
in addition to distributing instructional videos on social stream-
ing services such as YouTube, multiple platforms sell instructional
videos [5, 17]. Video-based learning has the advantage of being
suitable for learning from a favorite instructor and for repetition.

In the research of interfaces for viewing videos, the browsing
operation, in which the user moves the playback position to a
desired scene, is a vital component. Using content summaries in
video browsing tools is effective in facilitating video comprehension.
VideoDigests presents a transcript-based interface that generates
a summary of the sections in a video and allows the user to click
through to the video for browsing [14]. Automatic summarization
of data is a powerful tool in natural language processing. There have
been attempts to extract and represent structure from text [8, 12].
Also, like VideoDigests, it shows the importance of content-based
video browsing rather than just the usual time-based operation
with a seek bar [3].

Videos, especially those that include speech instruction, such as
instructional videos, have logical structures. This structure is es-
sential for video comprehension. Especially in fields such as sports,
where one needs to make instantaneous judgments according to
the situation, it is necessary to understand the content in a struc-
tured manner. However, an attempt has yet to be made to support
video browsing by extracting the structure in these videos and au-
tomatically annotating them to reflect this structure. Systematic
understanding of how to deal with a situation requires organization.
Still, the existing one-dimensional way of presenting chapters and
captions doesn’t reflect this on the user interface (UI). In this paper,
we propose SkillsInterpreter, a video browsing support system that
automatically extracts the logical structure of the speech contained
in a video, creates a flowchart that summarizes the content, and
automatically determines at which point each component of the di-
agram may correspond to a scene containing an utterance, allowing
the user to look back on the scene with a single click. The flowchart
generation and the linking of utterances to components are each
interpreted using the Large Language Models (LLMs), which can
solve general tasks in natural language processing [2, 11]. SkillsIn-
terpreter must solve the dual tasks of properly extracting structure
from the transcript and estimating the corresponding speech seg-
ment. For improving the estimation performance of LLMs, we lever-
aged several promt engineering techniques [18, 19]. Following the
idea of Chain-of-Thought (CoT) prompting [18], LLMs summarize
the video content, generate a flowchart, and estimate the correspon-
dence between each step in the flowchart and the transcript.

As an example of a characteristic topic with decision-making
depending on the situation, we selected modern martial arts as
the topic of the video. An example is selecting an appropriate off-
balance technique based on the position of the opponent’s feet.
Because of the interaction between players in modern martial arts
and the complex interplay of bodies, it isn’t easy to automatically
tag what is being done from visual information. Therefore, SkillsIn-
terpreter used transcript-based processing. It took advantage of
the characteristic of instructional videos that verbal explanation
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while acting. Our study included interviews with experts in modern
martial arts, particularly Brazilian jiu-jitsu (BJJ)!, mixed martial
arts (MMA)?, and kickboxing?. Interviews were conducted with
two professional instructors, providing insight into the potential of
this system to support skill acquisition in martial arts.

In addition, four videos, two each explaining skills in BJJ and
kickboxing, were tested on 12 participants, eight with BJJ experi-
ence and four with kickboxing experience. The experiment was
compared to a browsing system with clickable subtitles. We hy-
pothesize that the learner should be able to understand 100% of the
video content as much as possible to use the technique effectively.
The BJJ videos show the percentage of people who got a perfect
score 87.5% for the proposed and 37.5% for the baseline. The
results and user feedback suggested the effect of supporting instruc-
tional video comprehension of automatic annotation of flowcharts
in martial arts, especially in BJJ.

Also, the framework of this study can be used for competitions
in martial arts and other domains, and examples of applications
other than skill explanation in martial arts are presented, including
flowcharts generated for cooking and arguments with contrasting
structures.

2 RELATED WORK

2.1 Neural Language Processing for Content
Comprehension

Neural language processing has been studied to comprehend con-
tent, such as text and video, effectively. Pavel et al. analyzed video
content on a transcript basis of written data to facilitate users’
video comprehension [13, 14]. LLMs have attracted attention in
natural language processing as a method that can solve a wide
range of tasks with good performance [2, 11]. For improving the
task-solving ability of the LLMs, prompt engineering techniques
and methods of devising prompts that serve as input to LLMs are
researched [18, 19]. The task-solving ability was focused on, which
is increasingly used in interaction research mention catailyst, get
assist, seascape, graphlogue. As the existing research focused on
the automatic generation of flowcharts with LLMs, Graphologue is
an interactive system that utilizes LLMs to facilitate information-
seeking and question-answering tasks by representing the structure
of long reply sentences from LLMs in a flowchart [8].

However, previous research has yet to attempt to assist users by
applying automatic flowchart generation to video that represents
the logical structure of video, such as case classification and its
conditions (an example is in Fig. 2). In our study, we proposed an
interface that enables video browsing by adapting flowchart gener-
ation from text data to video transcripts, reflecting the structure of
the speech in the video.

!Brazilian Jiu-Jitsu (BJJ) is a grappling-based martial art whose central theme is the
skill of controlling a resisting opponent in ways that force him to submit [1].

2MMA combines wrestling and striking martial arts into one complete discipline,
including techniques from Thai-boxing, judo, Brazilian jiu jitsu and boxing [7].
3Kickboxing is a striking style that incorporates punches and kicks. The essence of
kickboxing is that it is a stand-up fighting style. This is to say that it focuses on striking,
and there is no ground fighting involved [20].
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2.2 Interface for Support instructional Video
browsing

Video in instruction has been researched as a helpful learning tool.
In the field of interaction research, Several research were conducted
to support instructional video browsing [13, 14, 22]. Several focus
on acquiring physical movements [3, 6, 9]. PoseAsQuery proposed
a direct manipulation method that uses body movements directly as
queries for video retrieval [6]. RubySlippers proposed a hands-free
method of content-based video browsing using voice commands
as input [3]. FlowAR proposed a method of presenting images
while moving using a head-mounted display to achieve hands-free
performance as well [9].

Although our work is the first study to apply flowchart genera-
tion from transcripts by LLMs to video browsing and typical inputs
using hands (clicks, drags) as the input modality, future applications
using other modalities than clicks as input are promising. In par-
ticular, hands-free is an essential factor in the acquisition of body
movements, and the achievement of this is critical future work in
this study as discussed in listerature[3, 6, 9].

As an example of how we have attempted to generate graphs
from video content to assist in video browsing, VideoGraph [21]
used visual diagrams of scene images to represent the relevance
of scenes from visual information. While they dealt with visual
information, our study focused on the characteristics of the instruc-
tional video, in which the actions are explained and demonstrated
with speech. Therefore, we aimed to support video browsing more
effectively by generating a flowchart from the transcript to reflect
the logical structure, such as the division of cases shown in Fig.2.

3 PROPOSED METHOD

3.1 Preprocess

Our flowchart auto-generation method works on a transcript basis,
so the first step is to process the speech-to-text from the video.
Whisper [15] is used for speech-to-text. Then, we get transcripts of
the video in the format of a srt file.

GPT-4 [11] is the LLM for automatic flowchart generation from
transcripts. GPT-4 outputs a flowchart described in Mermaid no-
tation and a list of indices of the utterances in the SRT file corre-
sponding to each flowchart component. In our prompts, we elicit
the format of outputs, and the prompt is phrased respectfully. This
is the technique of instruction in prompting [19]. Our prompts
consist of two parts. In the first prompt, we also leveraged a prompt
engineering technique of CoT for improving the estimation ability
of LLM, which gives the LLM an explicit intermediate step [18]. Our
prompts are zero-shot, so we leavaraged zero-shot CoT prompting
[10]. The first prompt is "Please execute the following instructions
step-by-step. The text entered is a transcription of the commentary
video. #Step 1 Summarize the explanation of the technique. #Step 2
Extract its elemental movements and make them into a Mermaid
flowchart using appropriate branching, also taking into consideration
the division into cases." The entire transcript is summarized, and
the summary and original utterances are given as input when the
flowchart is generated. In the second prompt, GPT-4 estimates the
correspondence of each flowchart step and the transcripts. The
output format is the list of [name of step, alphabet of step, index
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Figure 2: An example of a flowchart generated by the system.
The video is https://youtu.be/ORwOPudfOG8?feature=shared
(2024.1.9 accessed) As shown in the figure, the original flow-
chart was generated in Japanese, and the English part marked
up in yellow is the translation by the author.

of the corresponding sentence]. The second prompt is "Please tell
me where each step in the flowchart falls in the input sentence. The
output should be a two-dimensional list whose elements are [name
of step, alphabet of step, index of corresponding sentence]." Note that
this work’s videos and prompts are in Japanese.

Finally, based on the GPT-4 estimation results, representative
frame images in each step are automatically extracted. This makes
it easier for the user to get an overview of the scene corresponding
to each step. In the automatic frame extraction process, the frame
located in the middle of the speech segment of the first transcript
corresponding to each step of flowchart is extracted. For example,
when speech segments 2, 3, and 4 correspond to chapter A, the
frame in the mid-position of speech segment 2 is selected.

The preprocess results in a flowchart of the skill, the correspon-
dence between each step and its utterance, and a video frame image
that serves as a thumbnail of the step. An example of the finally gen-
erated flowchart is in Fig.2. Fig. 1 shows a summary of the prompts
and data processing.
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3.2 Interface
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Figure 3: Interface Overview. (A) Web video player, which
plays the input video. Users can control the video with the
sequence toolbar. (B) Operable flowchart of the skill in the
input video. The chapter will be played when the user clicks
the image below each chapter of the flowchart. The user can
freely move and zoom in on the flowchart by pan and zoom
operations.

3.2.1 Interface Design. The design of our interface is intended to
allow the user to grasp the flowchart and the input video on a single
screen. The design was based on this concept, discussed among the
co-authors. The positioning of the video and flowchart portions
was inspired by the positioning of the video and the transcribed
list of the YouTube interface. The size of the generated flowchart
varies depending on the input, but in order not to spoil the concept
of being able to check the video and flowchart on a single screen”
for any input, the position of the flowchart portion on the interface
is fixed. The zoom and pan movements on the flowchart allow it to
be freely expanded, reduced, and re-positioned.

3.2.2 Implementation. Our proposed interface mainly consists of
two parts. On the left side of the interface is a video player capable
of playing input video (Fig. 3 (A)). A user typically uses a mouse
or touch input to the seek bar for video browsing. With the part of
an operatable flowchart of the skill (Fig. 3 (B)), by clicking on the
images placed under the components, the user can navigate to the
point in time when the utterance at the youngest index in the list of
corresponding sentences was started. The currently playing part is
highlighted in green, allowing the user to know in real-time which
part is currently playing and where it is located within the whole.
The size of the generated flowchart varies from video to video. To
accommodate this, the user can freely zoom in and out and move
around the flowchart by performing zoom and pan operations on
the flowchart.

The interface was implemented using p5.js * and video.js >, and
the server using flask-socketio ©. Socket communication records
the browsing log, and the current playback position is sent to the
server in real-time and output to a log file.

“https:/p5js.org/

Shttps://videojs.com/
Shttps://flask-socketio.readthedocs.io/en/latest/
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4 STUDY I: INTERVIEWS WITH
PROFESSIONAL MODERN MARTIAL ARTS
INSTRUCTORS

We conducted semi-structured interviews about the system with
two professional instructors. One interviewee has two years of
experience teaching Brazilian Jiu-Jitsu (BJJ), a modern martial art.
The other has ten years of experience teaching BJ]J, kickboxing, and
Mixed Martial Arts. The interviewee was asked about his experi-
ence with the system and his experiences with it for four videos.
The interview was one hour long. Coding was performed on the in-
terview results to create a topic-based evaluation of the system. As
a gratuity, a payment of 80.12 dollars was made to each interviewee.

4.1 Findings

Findings from the interviews are presented below, along with chap-
ters. The original interview is in Japanese, and the following com-
ments are translations.

The flowchart represents every single skill. Both of the in-
structors mentioned that the flowchart of this method represents
every single skill: “The one I know is different from this one in
that it is not a structure with a single technique, which means
this(proposed) system is finer than the one I know"; "Of all the
things that have chapters for one technique, it’s never been this
easy to watch at all"

The possibility to facilitate user browsing. Both of the in-
structors mentioned the possibility of facilitating user browsing:
"When I'm sparring, for example, and I'm having trouble with some-
thing, instead of having to search for it all over again, I can just
jump to it, so it’s quick and easy, and I feel like I can solve my
problems right away"; "With this system, it’s easy to find it because
it’s already written in a sentence."

Low cost to make the annotation. Instructor2 mentioned that
the cost to make the flowchart is low: "If you can make a chart with
no cost, fine, you can go on and on"

The user can watch the flowchart and the movie on one
screen. Instructor2 mentioned that the proposed interface feels
good because the user can watch the flowchart and the video on
one screen: "The good thing is that users can see it on one screen,
and it’s easy to understand what is being explained."

Future direction make users understand the skill without
watching videos. Instructorl mentions the possibility that the
flowchart of the proposed method could serve as a teaching tool
for the technique without directly viewing the video: "It may be
difficult, but if the explanation I'm talking about is lightly written
next to the video, I may be able to complete the chart alone without
watching the video, well, it’s better to watch it, but I think I can
explain it with just the chart"

Influence of the number of chapters in the flowchart. In-
structor2 mentioned the number of chapters in the flowchart: "In
the video, the amount of charting is not too detailed or too general.
I think the amount of charts is also quite important, too much detail
can be a bit annoying"; "If it is too detailed in a long movie, it can

be a pain in the ass to find it. I wonder if there are controls for that."



SkillsInterpreter: A Case Study of Automatic Annotation of Flowcharts to Support Browsing Instructional Videos

in Modern Martial Arts using Large Language Models

AHs 2024, April 04-06, 2024, Melbourne, VIC, Australia

Table 1: The list of the experiences of instructors. BJJ skill level of each instructor is based on their own belt color [4]

Number Martial Arts Experience Teaching Experience BJJ Skill Level
Instructor1 6 years of BJJ 2 years of BJJ Advanced
Instructor? 10 years of Judo, 15 years of BJ], 10 years of BJJ, Expert

and 20 years of kickboxing and MMA

kickboxing, and MMA

Future direction of applying multiple videos. Instructor2
mentions the possibility of recommending the following video to
watch by using the proposed method to multiple videos at once:
"For each technique, for example, there is a back-escape situation,
if we can see what we should look at next, it would be good."

Revise the word of the chart by hands. Both of the instructors
mentioned revising the chart by hand: "I think it’s OK to make
these mistakes because I know what they are. If I think there is a
mistake, I can correct it by hand"; "Oh, maybe the Al is wrong. In
any case, I'm talking about the left arm...well, watch and correct
these details."

Points to be improved in the interface. Instructorl mentioned
the point to enhance the interface: "If the chart section could be
expanded, it might be easier to look at it again since you can see
it all at once"; "It’s a bit of both, but there are people who read
text-based information, so it’s hard to find the right balance"; "It
might be hard to see on a smartphone, though, on a computer, it’s
nice."

5 STUDY II: SYTEM EVALUATION WITH
MODERN MARTIAL ARTS PRACTITIONERS

We conducted a comparative experiment to evaluate the system’s
performance for browsing and comprehending instructional videos.

The total number of participants was 12, including 10 men and
two women (mean 33.92 and SD 10.85.) Participants were recruited
through an online talk group at a modern martial arts gym. All
participants were Japanese speakers, and the experiment was con-
ducted using Japanese-language videos. Participants were asked
to have previous experience with BJJ or kickboxing as a require-
ment for participation. Each participant could select their favorite
video category in which they had experience, either BJJ or kickbox-
ing. The experience of each participant is shown in the table. As a
gratuity, 7.03 dollars was made to each participant.

5.1 Procedure

Each participant experienced the proposed method and the baseline
in the experiment, respectively. The main task of the experiment
was to have the participants view a martial arts instructional video
in the proposed/baseline interface at their leisure until they felt
they "understood" the technique (i.e., they could answer a quiz
that asked about the content). When the participant signals to the
experimenter that they "understand" the method, they are asked
to stop watching the video and to answer a three-choice quiz with
four questions, each asking about their understanding of the con-
tent. The three-choice quiz was quality-checked by a professional
martial arts instructor. This was repeated twice per person, once
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as a suggestion and once as a baseline, and concluded by collect-
ing Likert scales and comments on the system’s experience. The
experiment lasted approximately 30-45 minutes.

5.2 Baseline

As a baseline for the experiment, we employed a scrolling selection
interface with clickable subtitles, such as those implemented in
YouTube (Fig. 4). As in the proposed method, the currently playing
part is highlighted in green, and by clicking on each part, the user
can navigate to the position where the utterance began.

The main differences between the proposed method and the
baseline are as follows:

e While the proposed method extracts the structure from the
transcript and makes a flowchart, the baseline presents the
transcript as is.

e While the proposed method moves to the part of the flow-
chart corresponding to a chapter by clicking on it, the base-
line moves to the part of the clicked utterance.

e In the proposed method, the flowchart is manipulated by
zoom and pan movements, whereas in the baseline, the sub-
titles are manipulated by moving up and down by scrolling.

1 EFIO-ZKA—KEADET JA-KKH—
FEAS1:S,

2 BFRZ0IO-XENBLIK BOBENS
TaoTERT
3 LOMEBMF-TTEREE LT BERDT
£

A WERDEE-TLPT DR

5 BEEREAMOROEALOT = EMUT
BifBE

6 REOHHMAYT HBOT WENSTEE
7

7 BRI ATAST ST AL SRR

Figure 4: Baseline interface. (A) Web video player, which
plays the input video. Users can control the video with the
sequence toolbar. (B) Operable subtitles of the skill in the
input video. When the user clicks the image to blow each
subtitle, the part of it will be played.

5.3 Results

Within the current experiment’s scope, we could not find a statis-
tical difference between the baseline subtitle-lined interface and
the baseline subtitle-lined interface. However, the difference in the
score between the proposed and baseline was marginally significant
(p < 0.1) with Wilcoxon signed rank test.
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Table 2: The list of the experiences of participants selected BJJ. The BJ]J skill level is based on their belt color [4].

Number Martial Arts Experience BJJ Skill Level
10 years of Karate, 6 years of Judo, 3 years of Shorinji Kempo, .

P1 1.5 years of BJJ, and 1 years of boxing Beginner
P2 0.5 years of MMA, kickboxing and BJJ Beginner
P3 1 years of MMA, boxing and BJJ Beginner
P4 5 years of Judo and 2 years of BJJ Intermediate
P5 7 years of kickboxing and 2 years of BJJ Intermediate
P6 10 years of Judo and 2 years of BJ] and MMA Intermediate
P7 5 years of boxing, 2.5 years of BJJ, and 1 years of grappling Intermediate
P8 2.5 years of kickboing and 2 years of BJJ Beginner

Table 3: The list of the experiences of participants selected kickboxing.

Number

Martial Arts Experience

P9
P10
P11
P12

10 years of kickboxing and BJJ, and 4 years of Sambo
9 years of kickboxing and BJJ
3 years of kickboxing
0.5 years of kickboxing and BJJ, and 2 years of wrestling

We hypothesize that the learner should be able to understand
100% of the video content as much as possible to use the technique
effectively. Regarding the percentage of participants who achieved
all correct answers in the quiz, the overall percentage was 75% for
the proposed method and 50% for the baseline. In the BJJ videos,
the percentage of people who got a perfect score was 87.5% for the
proposed and 37.5% for the baseline.

The NASA-TLX subjective ratings showed significant trends
in temporal demand and frustration measures (p < 0.1), but no
significant differences were detected in all measures (Table 5) with
Wilcoxon signed rank test.

5.4 User Feedback

The following is a summary of the feedback findings by comment,
proposed method, and baseline condition.

Potential of the Proposed Method. Several participants men-
tioned the potential of the proposed method to assist in understand-
ing martial arts instructional videos: P2 "It was easy to understand
that the choices were divided by charts, so I could read what was
going to happen in the video"; P3 "Because it was different from the
usual instructional videos, it was hard to get used to it for a moment,
but once I got used to it, it was comfortable. I felt it was easy to
understand the contents of the videos systematically”; P4 "Jiu-jitsu
has a lot of two-choice elements of what to do when certain events
occur, so it was good to see that visualized"; P5 "I liked the charts
because they were easier to understand."; P9 "The load is a little
heavier than the subtitled ones, but I felt that the charts were better
if the emphasis is on learning"; "It was good that the units were
organized, and it was also good to have a bird’s-eye view of the
overall technology"; "The flow just seemed like a lot of work for
the creator to make"; P12 "The flow was easier to understand, but I
felt the mental demand of trying to understand the meaning of the
technology was greater."
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About the Baseline. Several participants mentioned the base-
line for clicking on the subtitle: P6 "Subtitle is easier to understand";
P2 "Too many subtitles, too many small pieces of information. I
felt that typos reduced my comprehension"; P12 "The latter was a
physical burden to scroll."; P4 "While subtitle support would make
the video easier to understand, we felt that having subtitles side by
side might make it easier to search, but not to follow while watch-
ing"; P9 "It was refreshing to learn the techniques while looking at
the captions. It was easy to look back on it later, and it would be
better if it scrolled automatically"

6 DISCUSSIONS

The feedback from comments and the difference in the percentage
of people who got a perfect score (87.5% and 37.5%) in the BJJ videos
suggest that this study may have a positive effect. Especially since,
as P4 comments, BJJ has a vital element of choice, which is addressed
on a scene-by-scene basis, automatic generation of flowcharts may
provide support. There was feedback that the flowchart supported
the understanding of the technology, as in the case of P2 and P3.
On the other hand, the interface design of SkillsInterpreter is pre-
liminary, it was also indicated that issues still need to be addressed
as an interface. One instructor pointed out that the flowchart high-
lights the current chapter but that it sometimes suddenly moves to a
distant location on the flowchart without any navigation. This is re-
lated to the issue that the more complex the flowchart becomes, the
more difficult it becomes to display the entire flowchart in a large
enough size alongside the video, and we plan to explore solutions
to this issue in the future. One simple solution is to automatically
move the flowchart so that the currently playing part is displayed.
However, ensuring that the user’s free viewing is not compromised
is also necessary. Besides directly referencing the interface design,
P12 rated the proposed method as easy to understand and men-
tioned that he felt its mental load was high. There is no statistical
difference between the two methods. Still, mental demand is the



SkillsInterpreter: A Case Study of Automatic Annotation of Flowcharts to Support Browsing Instructional Videos

in Modern Martial Arts using Large Language Models

AHs 2024, April 04-06, 2024, Melbourne, VIC, Australia

Table 4: Results of the score of the quiz. The score is one point per question, with a maximum score of 4 points. Values are

rounded to two decimal places.

Video mean(SD) p-value  Achieved Perfect scores
proposed  baseline proposed  baseline
BJJ 3.88(0.35) 3.13(0.83)  0.06 87.5% 37.5%
Kickboxing  3.5(0.58)  3.75(0.50) 0.32 50% 75%
Summary  3.75(0.45) 3.33(0.78)  0.12 75% 50%

Table 5: Results of qualitative analysis by NASA-TLX. Ratings
are discrete integer values from 0 to 10, with a value closer to
0 indicating a smaller load and better performance. Values
are rounded to two decimal places.

scale mean(SD) p-value
proposed  baseline

Mental Demand  4.25(2.26) 3.92(3.09) 0.91
Physical Demand  2.42(1.44) 3.17(2.82) 0.28
Temporal Demand  2.33(1.83) 3.42(2.94) 0.06
Performance 1.92(1.62) 2.75(2.67) 0.39
Effort 3.58(2.47) 4.83(3.89) 0.20
Frustration 1.92(1.62)  3.5(3.29) 0.06
Overall load 2.84(1.64) 3.75(2.93) 0.24

only item for which the proposed method has a higher value, so
this point should be carefully considered.

One limitation of our work is the limited number of professional
instructors. We recruited only 2 participants. For deeper insight, a
larger number of participants is needed.

although this study used prompts based on the CoT concept,
the prompt design needs further examination and improvement.
The lack of strict prompting can negatively impact the learning
process. How the prompt design affects the quality of the generated
flowcharts and what the optimal prompt is is a topic for future
work.

Other feedback from professional instructors provided several
future directions. We plan to investigate these possibilities, such
as recommending the following instructional video based on the
system of techniques and adjusting the number of chapters. This
study applied the SkillsInterpreter mechanism to every single video
independently. In the future, we plan to expand it to be used for mul-
tiple videos simultaneously and visualize the structural connections
between videos, which could be applied to video recommendation.
We will conduct this in the future. In addition, as the instructor
commented, the amount of chapters could affect user understand-
ing. It would be an exciting research topic in the future to adjust the
number of chapters and investigate how the number of chapters
makes a difference in experience.

7 APPLICATIONS IN OTHER DOMAINS

Our proposed method applies not only to martial arts skills but
also to videos in other domains. Here are some examples of how it
can be used. In addition to skill explanations, using this feature for
lecture videos makes it possible to browse the video according to
the logical structure of the lecture, e.g., the structure of contrasts
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(Fig. 5). This video discusses the differences between jiu-jitsu and
MMA and generates a flowchart from which a contrasting structure
is extracted, such as what is with or without each rule. Even outside
of skill acquisition, the SkillsInterpreter framework can be practical
in areas where it is necessary to compare and understand two or
more things, as in this contrast. On the other hand, in a video like
this, where people are sitting and talking all the time, it may not be
necessary because there is little change in the thumbnail image.

Figure 5: An example of a flowchart generated by
the system. A is made from https://youtu.be/99hKS8-
bbnhA?feature=shared (2024.1.16 accessed.) As shown in the
figure, the original flowchart was generated in Japanese, and
the English part marked up in yellow is the translation by
the author.

Also, it can be applied to skills without case separation such as
cooking a curry. As mentioned in the P4’s comment of Study II,
Brazilian jiu-jitsu has many selective elements in terms of which
response to take in each situation, making it a domain that is well
suited for visualization of structure through flowcharts. In areas
where multiple options do not exist and where the choice factor is
weak, the SkillsInterpreter framework may be limited to summa-
rizing and chapter creation. It may be less effective than it could
be. For example, in the case of cooking, another type of structuring
other than flowcharts may be appropriate, such as dividing the
process into different cooking utensils.

Based on the results of this interview and experiment, a possible
case-by-case genre for which SkillsInterpreter has been suggested
to be effective, such as BJJ, might be its troubleshooting application.
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What other domains would our proposed method or any other
structuring method be more effective in supporting learning? This
is an interesting topic for future research.

8 CONCLUSIONS

In this study, we proposed SkillsInterpreter, a structure-based video
browsing method that leverages LLMs. The system automatically
generates a transcript-based flowchart of the techniques included
in the instructional video from the video content and provides it to
the user. As a domain that fits situation-specific decisions, modern
martial arts was chosen as the theme of the video for this study, and
a case study was conducted on the effects of SkillsInterpreter. The
system was evaluated through interviews with two professional in-
structors and user experiments with 12 learners. The results, based
on feedback through qualitative comments and the percentage of
learners who received a perfect score on the confirmation quiz in
the BJJ video (87.5% for the proposed and 37.5% for the baseline),
suggest that the system can support the learning of the technique.
Future research will be conducted to improve the system based on
feedback obtained from professionals and learners and to validate
the effectiveness of SkillsInterpreter in domains other than modern
martial arts.
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