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I. Introduction 

The present paper shows how Ray-Chaudhuri 's  Algo- 
rithm [1] has been programmed. A program written in IT  
language and a detailed flow chart are available at  the 
Computation Center of tile University of North Carolina 
[21. 

As Ray-Chaudhuri  [t] showed in his paper, this algo- 
rithm may be used in various fields of mathematics and 
engineering. For instance, it can be used in many prob- 
lems of coding, and also in the construction of block de- 
signs and pr()jective geometries. More generally, it is 
applicable in all the fields in which the notion of nfinimum 
covering occurs. 

II. Delinitions 

Let us define c-cover, attd minimum c-cover. Let X be 
a set of m points: X = {:c,, x~,  • • • , x,,,}, and ~ a class 
of n subset~ of X: ~ = {At, A~,  . . .  , A,,}.Sucha couple 
( X ,  ~l) is called a complex. 

Assume that  to each point xj of X is assigned a weight 
% c japos i t ive in tege r ,  j = 1, 2 , . . . , m .  

Then a subclass ~t~of ~[ is called a c-cover of  X if each 
point xj of X is contained at least in cj. sets of ?l~; or still, if 
each point xi of X is "covered"  at least with c~ sets of ~[t 
( j  = 1 ,2 ,  . . .  , m ) .  

Moreover, a m i n i m u m  c-cover of X is naturally defined as 
a c-cover with a minimum number of sets. 

Ray-Chaudhuri 's algorithm consists of finding a mini- 
mum c-cover, starting with some c-cover. 

Ill.  Description of the Algorithm 

The algorithm is described in the attached rough 
flow chart (Figure 1)7 We start  with a c-cover ~l~ of the 
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complex (X, ~l). S3t is the complement of ~[t: ~ = ?I - ~[t • 
As shown in [t], the algorithm consists of looking for 

alternating chains, i.e. sequences of distinct sets of ~[: 
A t ,  B t ,  A2, I~2, " ' "  where the A ' s  belong to ?it, and 
the B's  to ~ t  and where at  each iteration i the set A~ 
satisfies the property ~[,(F.,_t) and the set, B~, the prop- 
er ty  ~3dDi), (i > 1). These two properties will be 
explained later. 

After each choice of A i ,  it is tested whether the class 

_ 

is a c-cover. If yes, we have a new c-cover whose eardi- 
nality is less, sittce 

{,gA) O{>:4 
is the class obtained from 2It by dropping the i sets A 
of the chain and adding the ( i - 1 )  sets B of ttm ehMn. 

Hence, we can start again with this new c-cover. If a 
chain contains such an A, it is called reducible (with 
respect to the c-cover ?It). 

The mMn theorem of Ray-Chaudhuri  which implies 
the algorithm is: 

~[1 is a m i n i m u m  c-cover i f  and only i f  there is no reducible 
chain with respect to ~l~ . 

Hence we must make an exhaustive search of reducible 
chains. The flow chart (Figure 1) shows how all the al- 
ternating chains are built and checked to be reducible. 
If there is no reducible chain, we come out  with a mini- 
mum c-cover. 

At each iteration i, a subclass ?l,:+~ of ~I1 is defined by 
induction: 

9~I~+1 ~-- ~ -- {Ai}.  (box  5)  

or in other words, the class ~i+~ is the class ~I, in which all 
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A, up to i, of the alternating chain have been 
. This definition is necessary because of the non- 
n of an element in the chain, l~n the same manner, 
,rs :in the flow chart, 

::i!ieria to stop a chaitt are: 

ftcr an A~, the class 

[1- \~1 z!lJ } "~ '[//+1 U ,j~l 
vet' (or D~, the set of' points not c-covered with 
{U~2~ B~}, is empty) ,  and we start again with 
r c - c o v e r .  

.ftcr an A~, the ehMn is not reducible at this 
d we test whether we can continue the chain by 

B~ C ~3~(D~), i.e. a set, of ~3~ having a nonempty 
~ion with the set D~. 
re does not exist such a B,:, we have to pick, if 
another A,~ from ~[~(F~-4). This is what is meant 

ueeessive boxes: 

-- {A~}; ~1~ # 0; i ~-- i - l ,  g4+t(F,~) = 07 

,re is no remaining set of pick from 91~(F~_t), 

+ 
I ~ i+, ~ a i - {~ i l l  

® 

@ 

i = l  • (i-~ / I 

, ,  

: -cover  

) 
Fro. 1 

and i > 1, we have to go back to the set ~i-1 and choose 
another B,:_i. 

This corresponds in the flow chart to the path:  

~ [ i = 0 ;  i >  1; i t - - i -  1; ~ , ~ - - ~ i - { B ~ } ;  go t o 9  

Finally, if ~i = 0 and i = I, all the possibilities have 
been examined and there is no reducible chain. We then 
out with "C is a minimum c-cover". 

(3) After a B~, a set F~ is then defined as the set of 
points of X which are covered with more sets A than 
sets B (of the chain, up to i). 

We can continue the chain if there is in ~l~+t a set, call 
it A,i+i, having a non-null intersection with F~. If there 
is one, we add it to the tentative chain (statement A ~  
C g~+~(F~)), and we continue (go to  5). If  there is not, 
we must change, if possible, the preceding B~ and test 
again. This corresponds to the statements: 

~ii+t(F.i) = 0 or F,i = 0; ~ i ~ - - ~ i  - {B i}; go t o 9  

IV. P r o g r a m m i n g  o f  the  A l g o r i t h m  

The technique used in programming has been the 
following. The incidence matrix of the complex (X,  ~[), 
i.e. a matrix A with n rows and m columns has been used: 

A = (a(i, j ) ) ,  

i = 1 , 2 , . . .  , n ;  j = 1 , 2 , . . - , m  

in which a( i , j )  = 1 if the point x~ belongs to the set Ai ; 
and 0 otherwise. The rows correspond to the sets and 
the columns to the points. 

Thus, a c-cover ?I1 of the complex will be represented by 
a set of k N n rows of that  matrix, such that each column- 
sum of this submatrix is greater than or equM to the 
constant c corresponding to this column. 

Starting with a c-cover containing k sets, the k values 
are stored in rn ,  rl~, . ' .  , r ~ .  This forms the class ~h 
and the ( n - k )  values of ~ are stored in su ,  s~,  . . -  , 
s~.~_k • We keep in memory all the sets ~!1~, ~12, - . -  , N~ 
and ~1.  ~ ,  . . .  , ~ - k  needed for the iteration. Thus, 
to each g[~ we reserve (lc - i + l) variables: 

r i i  ~ r i , i + l  , • • • ~ r i k  

and, to each ~3,~, (n - k - i ÷ 1) variables: 

8 i t  ~ 8 i . i + l  , " " " ~ 8 i . n - - k  • 

In the program, r ,  ands~i (i = 1,2, - - . )  have been 
reserved for the sets A~ and B~ of a chain. Under these 
conventions, the three criteria are: 

(1) D~ = 07 
a(ri+ui+i,j) + a(r~+L~.~ , j )  + " '"  + a(ri.L~ , j )  
-b a ( su , j )  4- a ( s ~ , j )  4- " + a(s¢_~.~-t,j) >= C~ 
for a l l j  = 1 , 2 , - - .  ,m?  

( 2 ) [ ~ ( D ~ )  e 0? 
Does there exist a j and q (j  = 1, 2 , - - .  , m; 
q = i, i+1 ,  . . -  . n - k )  such that condition ( t )  

is not satisfied and a(s~q , j )  = i? 
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(3) ~ i + r ( F i )  ~ 07 

D o e s  the re  exist, a j and  q ( j  = 1, 2, . . .  , m; 

q = i + t ,  i + 2 ,  •. • , k )  such t h a t  the two  fo l lowing  
cond i t ions  hold : 

a ( r u ,  j )  + a(r22 ,  j )  + . . .  + a ( r u ,  j )  -- 
[a(sn, j )  + a ( s ~ ,  j )  + . . .  + a ( s , ,  j)] < 0 
and  a ( r , + ~ , , , , j )  = 1. 

V. Discussion 

Using  this  m e t h o d  of  inc idence  mat r ices ,  we can  save  a 

large  a m o u n t  of m e m o r y ,  since the  inc idence  m a t r i x  o n l y  

con ta ins  0 and  l ' s .  I n  the p r o g r a m  p resen t ly  wr i t t en ,  each  

e n t r y  of t i le m a t r i x  occupies  a regis ter ,  i.e. a 36-bi t  loca-  

t ion.  Hence ,  we could  examine  b igger  ma t r i ces  by  s tor ing  

36 en t r i es  of the m a t r i x  in a same register .  T h i s  is a m i n o r  

change  to the  p r o g r a m  and  a s imple  sub rou t i ne  can be 
added  to it. to t ake  care of this change .  

As a eonehls ion,  I would  like to  m e n t i o n  the  g rea t  

di f f icul ty  in hand l ing  re la t ions  l ike:  a set A belongs to a 

class ?1. T o  p r o g r a m  it, w i t h  the  p r e sen t  basis ope ra t i ons  

of the compu te r ,  it requi res  qu i t e  m a n y  s t a t e m e n t s .  
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A P P E N D I X  

Detailed Flow Chart 
and 

IT P r o g r a m  f o r  Ray-Chaudhuri's Algorithm 

In  the  m a i n  paper ,  t i le  a l g o r i t h m  has been  desc r ibed  
t o g e t h e r  wi th  t he  t e chn iques  used in p r o g r a m m i n g .  

In  this  a p p e n d i x  we g ive  in more  de ta i l  the  t e chn iques  
which  arc  more  i n v o l v e d  wi th  the  use of I T  language .  

Fi rs t ,  t he  va r i ab le  a s s i g n m e n t  has  been t h e  fo l lowing :  

N1 = m (number of ::olumns--of points) 
N2 = n (number of rows--of sets) 
N3 = k (number of sets in the initial c-cover) 
N4 = q 
N5 = w (number of sets in ~1) 
N6 = j (index for the columns) 
N7 = i (index for the iteration) 
N8 = t 
N9 = X (number of sets in ?It) 
N10 = base for the r~j 
N l l  = base for the slj 

N12 = base for the ~t,j 
N13 = base for the.fi 
N14 = base for the vl 
N15 = base for the e~ 
N16 = base for the d 
N17, NIS, N19 = (various temporary variables) 
N20 = -¢ 
N21 = P 

N(21+l )  .. .  N(2[÷N3)  = ( i~ , i~ ,  . . .  ,ik-.--the values of file 
sets in ?t~) 

N ( 2 1 + N 3 ÷ l )  . . .  N(21+N2)  = (i~:+~, . . .  , / , - - t h e  valui~s vf 
the sets in ~ )  

l~emark. This nmnbcr 21 is the smallest possible. If we need 
more iN variables by adding some new statements to the program, 
it would be easy to replace 21 by another number. All the other N 
variables would be shifted. 

N(N10 + N 4 +  ((N7 - 1) X N9) - ((N7 X(N7 - 1))/2)) = r~q 
(i ~ q) N4 = q N7 = i 

N ( N l l  + N4 + ((N7 - 1) X N5) - ((N7 X (N7 -- 1))/2)) = % 
(N5 = w) 

NOTE: There are X(h + 1)/2 variables rlq and w(w + l)/2 
variables s~q. 

N(NI2 + N7) = ui (index of ~{i) 
N(NI3 + N7) = J'i (index of columns within ~ )  
N(NI4 + N7) = vi (index of ~i) 
N(N15 + N7) = el (index of colunms within !3i) 
N(N16 + N7) = d~ (each new c-cover is stored in these d~ 

variables) 
NOTE: Using the matrix notation, the index of the columm 

N6 ranges from 0 to N1 - 1. On the flow chart, j ranges from I to 
m. Also, using the matrix notation, the entries of the incidence 
matrix have been expressed in floating point. 

T h e  m cons tan t s ,  c~, c . 2 , . . . ,  c,,, are  s to r ed  in:  Z0, 

Z I ,  . . .  , Z ( N 1  - 1). a ( i ,  j )  = Y M ( i ,  j ) ;  i.e., a ( i , , ] )  

r anges  f rom Y0 up  to Y ( N 1  × N2  - -  1). T h e  auxi l iary  

va r i ab les ,  $ 1 ,  $2 , . - . , S j _ : , . . . ,  Sm ~re assigned 
Z ( N ~  + 0 ) ,  Z " , ( N 1  + 1 ) , . . .  Z ( N 1  + N 6 ) , -  , 
Z(Nl + N2 - ~). 

Ti le  I N P U T  of the  p r o g r a m  m u s t  c o n t a i n :  

N1, N2 
Z0, Z1, . . . ,  Z(N1 -- 1) 
Y0, Y1, - . . ,  Y(N1 X N2 - 1) 
N3 

(n and m) 
(tile c's) 
(the incidence matrix 
(k the number of sets of 

the c-cover we start 
with) 

(tile sets of tile initial 
c-cover) 

(the sets of the initial ~J) 

N22, N23, . . . ,  N(21 + N3) 

N(21 + N3 + 1), . . . ,  N(21 + N2) 

T h e  p r o g r a m  is ava i l ab l e  on  a m a g n e t i c  t a p s  labeled:  

F O A T A  R 1 4 9 - - 6 / 2 8 / 6 1  for  t he  UNrvAc 1105 digital 

c o m p u t e r ,  C o m p u t a t i o n  C e n t e r ,  U n i v e r s i t y  of Nor th  

Ca ro l ina .  Th i s  p r o g r a m  was  first  s u b m i t t e d  as a term 

p r o j e c t  for  t he  course  M a t h e m a t i c s  1 6 9 - - " T h e  Theory  

a n d  P rac t i c e  of D i g i t a l  C o m p u t e r s " ,  g iven  a t  the  Uni- 

v e r s i t y  of N o r t h  C a r o l i n a  a t  C h a p e l  Hi l l .  
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