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ABSTRACT

Recursie bisectionbasedplacementis well known, and recent
adwancesin partitioning have madethe approachmore attractive.
While partitionerscanoptimizea placemenfrom alocal perspec-
tive, high performancedesignrequiresconsideratiorof global is-
suesaswell. We focuson aspect®f the placemenproblemwhich
cannotbe capturedwith bisection,addressinghemthrougha new
approachderivedfrom recentwork on k-way partitioning. We con-
sider large valuesof k, and objective functionswhich are more
comple thanthetraditionalmin-cut.

Our placementool, Feng Shui, integratesthis new k-way parti-
tioning methodinto a traditional recursve bisectionframework.
Experimentalresultsshav the effect of the approachthereis re-
ducedvariationin solutionquality, in 8 of 11 benchmark®estcase
wire lengthis improved,andfor 9 of 11 benchmarksaveragewire
lengthis improved. Theseimprovementsare obtainedwith negli-
gibleimpactto total runtime.

1. INTRODUCTION

Circuit placementhas beenextensiely studied; objectves such
asareaminimization, wire length minimization, andtiming opti-
mization are common. In this paper we focus on standardcell
placemenproblems:our objective is to placerectilinearcircuit el-
ementg(cells) into oneor more horizontalrows, minimizing total
wire length. In particular we areinterestedn capturingglobal as-
pectsof the problem,improving atraditionalapproach.

Placements a difficult problem. For all but trivial problemsizes,
we have only heuristicmethodspptimizationis usuallyperformed
ononly asmallsubsetf thecircuitatany giventime. If we perturb
a subsetof circuit elementswe canoptimizea placemenfrom a
local perspectie, but have no guaranteehatour modificationsare
appropriatérom aglobal perspectie. This distinctionis a primary
focusof this paper Our contribution is a methodwhich allows at
leastsomeglobal issuesto be capturedwithin a bisectionbased
framework, resultingin improved placementuality.

We adaptarecentlypresentegbartitioningapproactor k-way par
titioning. Ratherthandirectk-way partitioning, we areinterested
in k simultaneous bisectionsfor largevaluesof k. We integratethis

into atraditionalbisectionbasedlacemenframevork, resultingin
apracticalstandarctell placementool we call Feng Shui.

2. FORMULATION AND PREVIOUS WORK
We follow traditional problemformulations,and usehypegraphs
to modelcircuit netlists. Cells aredenotedasc;, andareroughly

equivalentto verticesin a hypegraph.Netsaredenotedasn;, and

are roughly equivalentto hyperedges.When placing circuit ele-

ments,we will determineregions in which the elementdie; these
are non-overlappingrectilinearareas,and are denotedby capital

letters. Our approachemplays partitioning of regions, corverting

eachregioninto two or moresubregions.

As the placementproblemis well studied,we have a numberof
establishedapproachedor it. Force Directed or LP basedap-
proachegepeatedlysolve systemsof equationsdeterminingcell
locationsiteratively (for example, [5]). This approachis popu-
lar in commercialplacementools. Simulated Annealing based
approachesbtaincell placementdy swappingpositionsof cells
randomly guidedby a probabilisticacceptancéunction. A num-
berof currentcommerciablacemenengineaitilize this approach;
efficient cost estimatesallow the consideratiorof large numbers
of intermediatestates.A well known exampleof this approachs
TimberWbIf[13]. Partitioning basedapproachedeterminecell lo-
cationsby recursvely dividing aninitial area(region) with succes-
sive bisectionsor quadrisectionsThis approacthasbecomemore
attractive recently;adwancesn partitioningresearchhave provided
anumberof fastalgorithmswhich produceextremelygoodresults.

Ourstandaraell placemenapproachs integratednto atraditional
partitioning-basedramenork. In an early algorithm, Breuer[1]
utilized repeatedgraph bisectionsto obtain a circuit placement;
this approachs shovn in Figurel. The bisectionsdivide the cir-

cuit netlist into a hierarchyof cells, with the resulting hierarchy
roughly mappinginto arectilineargrid. DunlopandKernighan[4]
extendedthis approachthroughthe useof animproved partition-
ing method[9],andalsoterminal propagation. When partitioning
a region, we can expecta numberof connectiongo be required
to cells or padsoutsideof the region. Terminal propagatiorpro-

videsa simplemethodto insertfixed“dummy” vertices sothatthe
partitioningconsidergheseexternalconnections.

Moving beyondsimplebisectionsSuarisandKedem[12]explored

theuseof quadrisectiorfafour way partitioning). HuangandKahng[7]

also apply quadrisectionutilizing a multi-level clusteringbased

partitioningalgorithm,andconsideringninimumspanningreelengths,

ratherthanthe simplemin-cutmetric.
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Figure 1: Order of bisectionsin a top-down recursive ap-
proach. The partitioning of L influencesthe solution for R, and
viceversa.

Note that with terminal propagation the partitioningsof regions
becomenterdependenif we begin with two regions,L andR, and
partitionL first, thisimpactstheoptimalsolutionfor R. Partitioning
Rfirst mightresultin adifferentsolution,andneitherof thesemight
beglobally optimal,evenif theindividual partitioningswere.

To addresshe orderdependencef the partitioning,both[12] and
[7] employ repeatedpartitioningat eachlevel. We might wish to
partitionL, followedby R, andthenpartitionL a second time. Re-
peatedpartitioningsdo not, however, changea local optimization
processnto aglobalone.

For circuit placementapplicationswe may have tensor hundreds
of thousand®f regions, eachof which requirespartitioning, and

eachof which hasimpacton neighboringregions. This problem
motivatesour interestin k-way partitioning, or more precisely k

simultaneous bisectionsfor extremelylarge valuesof k. Recently

ZhongandDutt[14] presentedh partitioningdriven placementp-

proachwhich alsousedarge scalemulti-way partitioning.

3. PLACEMENT APPROACH

Our placementapproachintegratesa variantof a recentk-way par
titioning approacthinto atraditionalframenork. In this sectionwe
first briefly describeheframework, followedby adiscussiorof the
new technique.

3.1 Bisection

The frameawork for our placementool might be considereda text-

bookimplementatiorof theapproachof DunlopandKernighan[4].
We repeatedlydivide the circuit netlist by eitherhorizontalor ver-

tical cut lines. We utilize the recentmulti-level clusteringbased
partitioningalgorithmhMetis[8], version1.5.3.

At eachpartitioning,we attempto obtainanearlyexactbisectionif

cuttingvertically. If thecutline is horizontal(splitting a numberof
rows), we split the rows asevenly aspossible.If theregion being
bisectedcontainsan odd numberof standardcell rows, we insert
fixedandweighteddummyvertices,allowing a nearlyexactbisec-
tion to be mappednto the spaceavailableeasily The partitioning
objective is min-cut; the hMetis partitionerattemptsto minimize
thenumberof cut hyperedges.

Whenwe emplg bisection,we may chooseto cut a region either
horizontallyor vertically. In our placemenengine we controlthe
aspect ratio of ary region, usinga parameteAR to determinethe
directionof cutlines. If the region beingbisectedcontainsmore
thanasinglerow, we mayelectto bisecthorizontallyif theratio of
the heightandwidth exceedsa userdefinedthreshold.

Therecursve bisectionprocesslividesplacementegionsinto pro-
gressvely smallerareasultimately assigningeachcell to a single

row, but possiblyhaving severalcellsremainingwithin aregion. To
establishpositionsfor eachcell, we orderthemby region location
within eachrow, packingthemtogethemwithout space®r overlap.

The positionsof cells which were within the sameregion will be
arbitrary at this point; they were not orderedby the partitioning
process.To optimizethesepositions,we apply branch-and-bound
reordering,modifying the positionsof a small setof consecutie
cellsin asinglerow.

Feng Shui allows the specificationof a “window size} controlling
the numberof cells involved in ary branch-and-boundptimiza-
tion. This window passe®ver eachcell row (in order),traveling
alongeachrow at stepsof half thewindow size. At eachstep,the
optimalorderfor cellsfoundunderthewindow is determined.

Thenumberof passe®ver the placementandthe sizeof thewin-
dow, areboth parametersvhich canbe controlledby the user In
practice,we find that window sizesof 6 to 8 cells, and4 passes
of improvement,are sufiicient for good overall performance.In-
creasingthe window size may impactrun times substantially(as
the complexity of the branch-and-boungrocedurds O(w!) worst
case,wherew is the size of the optimizationwindow). In [2], a
numberof waysto implementbranch-and-boundeordering<effi-
ciently wereexplored.

3.2 k-Way Partitioning

Thefocusof ourwork hasbeenon the global aspect®of theplace-
mentproblem. With partitioning, we canoptimize the numberof
edgescut within a region effectively, but have no way of know-
ing if thislocal optimizationis appropriatérom a global perspec-
tive. Similarly, our branch-and-boundeorderingis also a local
optimization.

A carefulexaminationof placemenby recursve bisectionreveals
a numberof instancesvhereglobal objectves may be lost. The

examplein Figure2 shavs a simplecasewherelocal optimization
is insufficient; we have four regionsto bisect,eachwith two cells.

If we approactthis problemasa seriesof independenbisections,
a numberof configurationswhich are both stableand suboptimal
canbe encounteredThe suboptimalityof the global solutionhas
nothingto dowith the quality of thebisectionsof eachregion; sim-

ply improving the bisectionalgorithmwill notimprove the global

configuration.

As we progresshroughthe placemenprocessthe numberof re-
gions increasesdoubling repeatedly If we have k regions, and
wish to split eachof them (obtaining 2k new regions), the tradi-
tional approacthis iterative, bisectinga singleregion atatime. Our
new approachs to attemptisectionof all regionsatthesametime,
obtaininga solutionthatis of goodquality globally. The method
usedto performthis massve bisectionis basedon partitioningby
iterative deletion[10].

3.21 New Formulation

To captureglobal objectives effectively, we formulatethe place-
ment problemas one of variantof multi-way partitioning, rather
thanas a seriesof bipartitions. We partition all regions simulta-

neously, with the intermediatestateof eachregion influencingthe
others. We areconcernedvith partitioningvery large numbersof
regions,andour costobjective is wire lengthratherthan min-cut.

The problemwe consideris given a set of regions (with physical

constraints) and a set of elements mapped to these regions, bisect
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Figure 2: Giventhe netlist above, we may assignpairs of cells
to the regionsshown. If we partition or apply branch-and-
bound reordering to the four regions,we may be unableto find

an optimal solution. If we determine the ordering in regionR;

first, we arri ve at a stable and suboptimal solution. Repeated
local optimization (thr ough repartitioning) will fail to find the
globally optimal solution.

all regions to minimize the resulting bounding-box wire length. So-
lution of this problemoptimizesthe circuit from a global perspec-
tive.

Multi-way partitioning hasproven quite challenging[11];for tra-
ditional objectves suchas min-cut, the greatessuccessasbeen
obtainedwith recursve partitioning,largely ignoring the natureof
theproblemconsideredhere.

3.2.2 lterative Deletion

In [10], hypegraph partitioning was considered.A nen method
basedniterative deletion waspresentedin thisapproachyertices
areduplicated with oneinstanceof eachvertex beingassignedo
apartition. Redundanelementareremoved oneat atime until no
duplicategemain.

While the approachwas relatively simple, it proved effective in

someareaswheretraditional methodshad difficulty. For biparti-

tioning, cutsizesfrom asinglelineartime passverecomparabléo

mary passe®f atraditionalFM[6] algorithm. Multi-way cutsizes
weresuperiorto a directflat multi-way partitioningalgorithm[11].
For problemswith a variety of hyperedgeveights,a combination
of iterative deletionandFM partitioningproved substantiallymore
effective than FM partitioning alone. The approachis computa-
tionally attractive: with integer hyperedgeneights,it may be im-

plementedn O(n) time.

Our variationof the iterative deletionapproactfor placemenbp-

eratedn thefollowing manner Eachcell in aregionis assignedo

both subrgions;if thereis morethanasingleinstanceof acell, it is

consideredo beredundant. We repeatedlyemaove redundantells
from subrgionswhich have high utilization, andselectthe highest
costcell for removal.

In ourcurrentimplementatiorof theplacemenengine we evaluate
cell costbasedon the centerof massfor the componennets. For

eachnetn;, the centerof massfor this netis the averageX andY

location of the cells which it connects.The costof ary cell ¢ is

the sumof thedistancedbetweerthe cell andthe centerof massof

eachnetto whichthecell is connected.

In this way, a cell which is far from the centerof massof each
netto which thecell is connectedashigh cost. Eachregion hasa
numberof cellsassignedo it, andanavailablecapacity,weremove
redundantells from the region which hasthe highestratio of cell

Benchmark]] Rows Cells Nets [[ TW Result
fract 6 149 163 0.032
struct 21 1952 1920 0.383
primaryl 17 833 904 0.974
primary2 22 3014 3029 3.594
biomed 44 6514 7052 1.690
industryl 24 3085 2594 1.540
industry2 69| 12637 13419 14.064
industry3 52| 15433 21967 42.264
avgsmall 79| 21918 30038 6.152
avglame 83| 25178 33298 6.580
golem3 117 100312 217362 25.113

Table1l: The placementbenchmarksconsidered. The number
of rowsusedwasdetermined by the TimberWolf placementand
routing tools.

areato capacity Thecell removedfrom ary regionis theredundant
cell which hasthe highestcost.

We utilize heapgo maintainthe orderingof cellswithin ary given
region, andwe alsousea heapto maintainan orderingof regions.
In thisway, maintenancandcell selectiorarebothatworstO(log n)
for eachcell removed. As the numberof redundanelementgo be
removedin ary passis n, eachpassis O(nlog n). Region sizesde-
creaseby a factorof 2 with eachpass,resultingin a logarithmic
numberof passesequired. Thus,theiterative deletion portion of

our algorithmis atworstO(nlog?n).

To illustratetheiterative deletionprocessye presentFigure3. In
thisfigure,we duplicatecellscy, in region Ry, andcell ¢, in region
Ry, andassumehata netconnects; to cp, andthata secondhet
connects, to apad.

The orderof cell deletionsin this figure is asfollows. Note that
othercell deletionsmaybeintersperseavith thefollowing; we fo-
cusonly onthesecellsto clarify the process.

e Thecenterof massor the netsconnectedo cell ¢; is closest
to the pad; we remove the instanceof ¢, which is furthest
from this location (asthis is the instancewhich hashighest
cost).

e The centerof massfor netsconnectedo cell ¢, is recalcu-
lated,andthis is propagatedo the othercells.

e Net n; now hastwo instancef ¢; andoneinstanceof ¢,
connectedo it: the centerof massfor this netchangesin-
fluencingthe costfor eachinstanceof c;.

e An instanceof ¢ is removed.

4. EXPERIMENTAL RESULTS

To evaluatetheimpactof our global optimizationstrateyy, we have
implementeda standardcell placementenginewhich utilizes ei-

ther a traditional Dunlop and Kernighanstyle recursve bisection
approachor the Dunlop and Kernighanapproachcombinedwith

iterative deletion.Wereferto thistool asFeng Shui, andhave made
it publicly available.All experimentsvereperformedona500mhz
PentiumlllPCrunningLinux.

Our expectationswere not that we would obtain dramaticreduc-
tionsin wire length.Global optimizationis extremelydifficult, and
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Initial configuration,
with duplicates for
both cells

On instance of has been
removed, resulting in a change
in the center of mass for some

A second redundant
instance is removed.

nets, and also new cell costs.

Figure 3: Two instancesof eachcell in the netlist are generated,and assignedto both subregionsof any region. Cell costsare based
on the center of massfor the vertices; high costcellsare removed one at a time from any region of the entire placement problem. In
this way, the partitioning is performed on a global basis,rather than with only a pair of subregionsat atime.

FengShui FengShuiwithoutTteratve Deletion Capo
Benchmark Min Avg Max | Time(s) Min Avg Max | Time(s) Min Avg Max | Time(s)
fract|| 0.032| 0.033| 0.034 2 0.034] 0.035] 0.036 2 0.035] 0.036]| 0.036 0
struct|| 0.380| 0.389| 0.400 46 || 0.383] 0.392| 0.405 46 || 0.380] 0.404| 0.420 10
primaryl|| 1.0I8| 1.050| 1.102 20| 1.022] 1.056| 1.097 20| 0991 1.043| 1.078 5
primary2 || 3.684| 3.742| 3.842 89| 3.668| 3.811| 4.018 88| 3.827| 3.902| 4.008 26
biomed|| 1.689| 1.715| 1.741 1791 1.694| 1.710| 1.742 179 1.789| 1.854| 1.932 47
industryl|| 1.606| 1.623| 1.648 66 || 1.600| 1.617| 1.634 66 || 1.665| 1.690| 1.721 16
industry? || 15.408| 15.700]| 16.027 396 || 15.331 15.864| 16.210 391 || 15.382| 15.626| 15.941 130
industry3|| 44.729| 45.484| 46.171 502 || 44.487| 46.364| 48.262 586 || 47.575| 48.373| 49.579 200
avgsmall || 5.960| 6.063| 6.196 1005 5.966| 6.126| 6.317 988 || 5.923| 6.071| 6.289 244
avglamge || 6.301] 6.417| 6.591 10781 6.291| 6.440| 6.630 1070 6.207| 6.510| 6.759 268
golem3|| 21.882| 22.294| 23.302 3511 || 21.816| 22.450]| 23.125 3495 || 24.581| 25.482] 26.791 1381
Table 2:  Wire length and run time comparisonsof placementusing recursive partitioning, and the impr ovement obtained by

consideringglobal objectives. Included alsoare wir e length resultsfor Capo. Feng Shui without iterati ve deletion is comparableto a
Dunlop and Kernighan style approach. Run times are in secondsand averageper run.

if thework on partitioningwasary indication,little progressould
bemade.Nevertheless,we feelthata globalperspectie is crucial
to successfuhigh performancelesign,andwishedto determineif
ary leveragecouldbe obtainedby consideringhe global problem.

Placementsvere performedon the MCNC standardcell bench-
marks,andalsothe golem3 benchmark Thesearethelargestpub-
licly availablebenchmarlcircuits. The numberof cells, nets,and
rows usedareshavn in Tablel. A commercialversionof Timber
Wolf, 1.2, wasusedto determinereference wire lengths;we note
that the TimberWblf resultsare optimized for routability, and not
with the sole objective of wire length minimization. As such,these
resultsarenot directly comparabldo thoseof Feng Shui. All wire
lengthsarescalecby 10°.

For comparisonwith currenttools, we also ran Capo[3] on the
benchmarks.Capo hasbeenmadepublicly available, alongwith
evaluationtoolsanddetailedbenchmarknformation,makinginde-
pendentverificationof resultspossible.Capo hasbeencompared
favorably to currentcommercialplacementtools, producinglow
wire lengthplacementshatwereroutablein mostexperimentswith
industrialcircuits.

As both Feng Shui andCapo utilize partitionerswhich userandom
seedsyve have run Feng Shui 20 timesandCapo 80 timeson each
benchmarkreportingbest,worst, andaverageresultsfor each.In

Feng Shui, we applytwo iterationsof partitioningimprovementithe
run time is dominatedby this actiity. Capo is from 3 to 4 times
faster and the additionalruns allow comparableotal run times,
but with a greaterchanceof obtaininga “good” placementesult.
Theseresultsareshavn in Table2; a graphicversionof theresults

is shavn in Figure4.

In mary benchmarksthe resultsof Capo andFeng Shui are simi-
lar; asthey both utilize recursve bisectionandstrongpartitioning
algorithms thisis not surprising.

The performanceof Feng Shui is extremely good on the largest
benchmark.golem3, consistentlyoutperformingCapo by nearly

11%. The substantiaimprovementobtainedby Feng Shui appears
to be aresultof cut directionselection,and not an artifact of the

underlyingpartitioningalgorithms.Methodsto optimizecutdirec-

tionsis partof our currentwork.

WhencomparingFeng Shui with theiterative deletionpreprocess-
ing to Feng Shui in a basicDunlop and Kernighanconfiguration,
somebenchmarkshaved greaterimprovementthanothers. This
indicatesa varying degree of effectivenessof the iterative dele-
tion step. In nine of eleven benchmarksaveragewire lengthis
improved, andin eight of eleven benchmarksbestobsered wire
lengthis improved. Thereis reducedvariationin results(we note
againthatthe partitioningalgorithmsutilize randomseedsresult-
ing in differentplacementsvith eachrun). In mostcasesconsid-
erationof the global aspectof the placemenfproblemresultedin
improvementdn thebest,average andworstcaseresults.

While improvementsn generalweremodestwe malke the follow-
ing obsenations.

e Considerationof the global natureof the problemcan re-
sultin improvementihereareissueghatcannotbecaptured,
evenwhenwe utilize a very effective bisectionalgorithm.
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Figure4: Wirelengths,scaledwith the TimberWolf resultasunity. We evaluate minimum, average,and maximum performance,
with Feng Shui without iterati ve deletion being comparableto a Dunlop and Kernighan style approach.

¢ A very simple and efficient method, iterative deletion,can
provide a few percentimprovementwith negligible impact
onruntime. Fromthis, we asserthatwe canobtaina mod-
estimprovement‘for free; andsuspecthatimprovementsn
directk-way partitioningwill have benefitfor circuit place-
ment.

5. CONCLUSION

In this paper we have presentedan optimizationapproachwhich
allows the consideratiorof global objectves from within a tradi-
tional top-dawvn placemenframework.

Globaloptimizationis extremelydifficult; while the conditionsun-

derwhich iteratedbisectionsanobtainstableandsuboptimakon-

figurationsareclear it wasunknawn if thiswould occurin practice,
or if it would beatall common.With arelatively simpleapproach,
someimprovementhasbeenobtained,indicatingthat not only do

theseconfigurationsoccur but that we canaddresgshemthrough
a global approach. While the averageimprovementis relatively

small, thesegainscannotbe obtainedthroughlocal optimization
alone. We expectthat greateimprovementsare possible,andare

investigatingmethodgo obtainimproveddirectk-way partitions.

Timing driven placements a significantconcernfor modernde-

sign. We arecurrentlyworking with anindustryresearctgroupto

evaluatethe performanceof our approachon large designsunder
realisticdelay rules. We note that delay optimizationis perhaps
moreof aglobalphenomenghanwire lengthminimization: meet-
ing timing objectves may requiremodificationsin mary areasof

a placementand reductionsin delay for somenets may require
increasedlelayin others.

Wealsoobserethatthetraditionalapproactof DunlopandKernighan

is quite effective when modernmulti-level clusteringpartitioners
areutilized. Wire lengthswerecomparabléo thoseof awell knovn

commerciatool, andresultsreportedor thetool Capo indicatethat
placementarenot necessarildifficult to route. Ourimplementa-
tion of Feng Shui is fast;we find solutionsfor the largestavailable
benchmarlcircuits, usingmodesthardware and CPU times. The
nearly linear growth in run times shouldallow applicationto ex-

tremelylargeindustrialcircuits.
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