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#### Abstract

In this paper, we propose a cell synthesis method for a Salicide process. Our method utilizes the local interconnect between adjacent transistors, which is available in some Salicide processes, and optimizes the transistor placement of a cell considering both area and the number of local interconnects. In this way we reduce the number of metal wires and contacts. The circuit model is not restricted to conventional series-parallel CMOS logic, and our method enables us to synthesize CMOS pass-transistor circuits. Experimental results show that our method uses the local interconnect effectively, and optimizes both cell area and metal wire length.


## I. Introduction

Logic synthesis and automatic place-and-route are key technologies for rapid time-to-market SoC (System on a Chip) design. When using such methods the quality of the cell library is a critical factor, because the circuit performance, area, and routability depend on the library cells. In order to shorten the period of library development, a technology for synthesizing high quality cells is almost indespensible.

Moreover, cell layout has become diversified due to process technology innovation. For example, Salicide process technology introduced a silicide material in order to reduce diffusion resistance. In some Salicide processes, silicide material can also be used to connect adjacent transistors. We call this feature local interconnects in this paper.

The local interconnect enables us to connect the source or drain of nMOS and pMOS transistors directly; that is to say it can connect them without metal wires. Fig.1(a) shows an example of local interconnects. In the figure, the drains of transistors P1 and N1 are connected with local interconnect, and the drains of transistors P2, N2, and the source of the transistor N1 are also connected directly.

Local interconnect can reduce contacts, wires, and area of cells, thus it can improve the speed of the circuit and routability during auto-layout. However, conventional cell synthesis algorithms focus on minimizing the diffusion gap for CMOS logic cells with series-parallel structure[1-6]. To our knowledge there are no studies on cell synthesis algorithms which can use local interconnect in recent Salicide process technolo-


Fig. 1. Two layouts of pass-transistor NAND (a) no metal wire (b) low area


Fig. 2. Pass-transistor NAND
gies.
In this paper we propose a cell synthesis method for a Salicide process. Our method uses local interconnect between adjacent transistors, and optimizes both area and the number of local interconnects; thereby reducing the number of metal wires and contacts.

Taking the features of local interconnect into account, we can implement the same circuit in different ways. Because the local interconnect has higher degree of freedom than the conventional cell synthesis model, we have to consider the tradeoff between cell area and metal wire length in our synthesis model.

Fig. 1 shows this trade-off example. Fig.1(a) and Fig.1(b) realize the same circuit, which is shown in Fig.2. In Fig.1(a), there are no metal wires, but there are two contacts and a wire


Fig. 3. Example of a placement unit
in Fig.1(b). Therefore, in the case of Fig.1(a), the resistivity is lower, and metal wires can be used for over the cell routing in vertical direction. On the other hand, the cell area of Fig.1(b) is smaller than that of Fig.1(a), because more space is required between P1 and P2 in Fig.1(a) to isolate their source and drain.

These trade-offs depend strongly on the process technology of the cell to be implemented. In our method, we can control the trade-offs by tuning the parameters of the cost function which is defined in our synthesis algorithm. Since we adopt a cost function approach in our method, we can synthesize different cell layouts with different features for use in different contexts within a single circuit.

This paper is organized as follows: Section II define the layout model of cell synthesis; section III describes the synthesis algorithm; section IV shows the effect of our method in experiments; and section V is our conclusion.

## II. LAYOUT MODEL

## A. Definition of units

Most conventional cell synthesis methods are based on a one-dimensional transistor row model for each type of transistor, and focus on minimizing diffusion gaps between MOS transistors of the same type (i.e. two pMOS or two nMOS). Thus a MOS transistor is the basic unit of their placement model. However, these methods cannot easily evaluate the local interconnect between complementary types of MOS transistors (i.e. between pMOS and nMOS transistors), because adjacent transistors in different rows affect the area of the cell as do adjacent transistors in same row. Moreover, our algorithm can increase the number of vertical routing tracks using the local interconnects between pMOS and nMOS transistors, but the conventional methods cannot. We introduce a new layout model in order to take into account the local interconnects between opposite types of MOS transistors. We consider pairs of pMOS and nMOS transistors with the same gate signal, and define placement units based on the local connectivity between two adjacent pairs.


Fig. 4. Example of the unit set

Definition: A placement unit is a set of layout elements which consists of two transistor pairs facing each other and the local interconnects between them. The elements of the facing transistor pairs are the right-hand side of the left transistor pair and the left-hand side of the right transistor pair (Fig.3). Special units represent the transistor pairs at the end of the row. A unit set is a set of placement units which represents all possible patterns of interconnection between two adjacent transistor pairs. Note that a unit set includes special units.

This unit based modeling has great advantages for cell synthesis.

- We can prepare well designed units in advance, and the synthesis method need not care about complex design rules for local interconnections.
- The information for cell synthesis, namely cell width and the number of local interconnects, can be obtained very easily from the width of the units and the number of local interconnects in the units.
- Placing the unit in a one-dimensional row, we can easily complete the layout of all local interconnections in a cell.

Fig. 4 shows the concept of the unit set. Units u1-u7 represent all possible patterns of interconnections between two adjacent transistor pairs, and units u8 and $u 9$ are the special units. Table I gives information on the unit set, which is used in this paper.


Fig. 5. Example of unit placement

TABLE I
NUMERICAL VALUE OF UNIT FEATURES
(LI : local interconnect)

| unit | u1 | u2 | u3 | u4 | u5 | u6 | u7 | u8 | u9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| width | 1.5 | 1 | 1.5 | 1.5 | 1.5 | 1.5 | 1 | 1 | 1 |
| \# of vertical LIs | 0 | 0 | 1 | 0 | 2 | 1 | 2 | 0 | 1 |
| \# of horizontal LIs | 0 | 2 | 1 | 1 | 0 | 0 | 2 | 0 | 0 |

## B. Cost function

In this section we explain the cost function for unit placement.

The following formula is the cost function for a unit:

$$
f(u)=k_{w} \cdot w(u)-k_{v} \cdot v(u)-k_{h} \cdot h(u)
$$

where $u$ denotes a unit, $w(u), v(u), h(u)$ denote width and the number of vertical and horizontal local interconnection of unit $u$ in Table I, respectively. $K=\left(k_{w}, k_{v}, k_{h}\right)$ is the parameter of the cost function. The cost of each unit indicates the priority during cell synthesis. The smaller $f(u)$ is, the better the unit is. The following formula is the cost function of a cell which consists of one or more units:

$$
\begin{equation*}
F(\text { Cell })=\sum_{u_{i} \in \text { Cell }} f\left(u_{i}\right) \cdots \tag{1}
\end{equation*}
$$

To minimize the internal wire length, the parameter $K$ is set to be $(1,10,1)$ for example, and we denote this cost function as $f_{\text {wire }}(u)$. Generally vertical wire lengths, which will be removed by vertical local interconnection, are longer than horizontal ones because transistor channels are relatively wide. For another example, to minimize the area $K$ is set up to be $(10,1,1)$, and let $f(u)$ be $f_{\text {area }}(u)$ at this parameter setting. In practice, we must optimize the parameter for the target technology.

Table II shows the costs which are obtained by applying the two cost functions defined above to every unit in Table I. The

TABLE II
Cost of units

| unit | u1 | u2 | u3 | u4 | u5 | u6 | u7 | u8 | u9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{\text {wire }}(u)$ | 1.5 | -1 | -9.5 | 0.5 | -18.5 | -8.5 | -21 | 1 | -9 |
| $f_{\text {area }}(u)$ | 15 | 8 | 13 | 14 | 13 | 14 | 6 | 10 | 9 |

units including vertical local interconnects have least cost using cost function is $f_{\text {wire }}(u)$, and the narrow units have least cost using $f_{\text {area }}(u)$.

Next we show a cost evaluation example for unit placement of the cell. The cost of Fig.5(a) is calculated by formula (1) as;

$$
\begin{aligned}
F_{\text {area }}(\text { cell })= & f_{\text {area }}(u 9)+f_{\text {area }}(u 3)+f_{\text {area }}(u 8) \\
& =9+13+10=32
\end{aligned}
$$

and the cost of Fig.5(b) is 27, similarly.

## III. ALGORITHM

## A. Overview

Our cell synthesis algorithm optimizes the cost function to obtain optimal unit placement. The algorithm consists of two phases:

- unit assignment
- transistor ordering

In unit assignment a given transistor order is represented by placement of units and the cost of the unit placement is obtained. An optimum drain/source assignment is obtained for all transistors at the same time.

In the second phase the transistor order is improved iteratively to minimize cost. For each iteration, cost is obtained by unit assignment.

Our method supposes that the set of transistors can be partitioned into nMOS and pMOS transistor pairs, each pair having a common gate signal. CMOS logic and CMOS transfer gate logic satisfy this condition.

## B. Unit assignment

Because each unit corresponds in our method to a connection pattern between transistors, the unit assignment of transistors is identical with the drain/source assignment of transistors when transistor order is fixed. The unit assignment and the drain/source assignment are obtained at the same time by solving an assignment graph.

## Assignment graph

Definition: The assignment graph is defined as $G=\{V, E\}$. $V=\left\{v_{s}, v_{t}, v_{i, j} \mid i=1, \ldots, n, j=1,2,3,4\right\}$ denotes the set of nodes in the graph where $n$ is the number of transistor pairs. Nodes $v_{s}, v_{t}$ denote the source and sink nodes which correspond to the


Fig. 6. Four patterns of drain/source assignment
cell boundaries. DS1-DS4 denote four patterns of drain/source assignment of a transistor pair (Fig.6). The node $v_{i, j}$ denotes the assignment in which the $i$-th transistor pair use the DSj drain/source assignment pattern. $E=\left\{e\left(v_{i, j}, v_{i+1, k}\right) \mid i=1, \cdots, n-\right.$ $1,(j, k)=1,2,3,4\}$ denotes the set of edges of the graph. The edge $e\left(v_{i, j}, v_{i+1, k}\right)$ is the edge between the nodes $v_{i, j}$ and $v_{i+1, k}$.

In an assignment graph, each node corresponds to one of the drain/source assignment patterns, each edge corresponds to a unit and a path from the source node to the sink node expresses a unit placement. Our method finds the optimum path in the assignment graph. A cell is synthesized by placing the units according to the path and by interconnecting the nets which are not connected by local interconnection.

Fig.7(a) shows an example of assignment graph. Nodes $v_{i, 1}$, $v_{i, 2}, v_{i, 3}$ and $v_{i, 4}$ are represented as (1), (2), (3) and (4), respectively. The path [ (S)- (1)- (3)- (4)- (t) ] represents drain/source assignments DS1,DS3,DS4 as shown in Fig.7(b). The same path is also expressed as the sequence of edges [ $e\left(v_{s}, v_{1,1}\right)$ $\left.e\left(v_{1,1}, v_{2,3}\right)-e\left(v_{2,3}, v_{3,4}\right)-e\left(v_{3,4}, v_{t}\right)\right]$. Every $e(x, y)$ will be related to one of the units by the process explained in the next paragraph. In our example the path edges are related to the nodes $u 8, u 3, u 4, u 9$.

Edge cost calculation In the following process every edge is related to a unit. The corresponding unit of $e\left(v_{i, j}, v_{i+1, k}\right)$ is denoted by $u\left(v_{i, j}, v_{i+1, k}\right)$ and its cost is denoted by $c\left(v_{i, j}, v_{i+1, k}\right)$.

Here we describe the edge cost calculation algorithm.

1. placing transistor pairs $(i)$ and $(i+1)$ left to right with drain/source assignments DS $j$ and DSk, respectively.
2. checking the existence of connections among the right diffusion regions of transistor pair $(i)$ and the left diffusion regions of transistor pair $(i+1)$ according to the netlist.
3. selecting the unit according to existence of connection and setting it to $u\left(v_{i, j}, v_{i+1, k}\right)$.
4. evaluating the unit with the cost function and setting the $\operatorname{cost}$ to $c\left(v_{i, j}, v_{i+1, k}\right)$

For example, consider the connection between transistor pairs 1 and 2 in Fig.8. For $e\left(v_{1,1}, v_{2,3}\right)$, which corresponds to the


Fig. 7. Assignment graph (a)example of path (b)unit assignment


Fig. 8. CMOS 4 inputs NAND


Fig. 9. Corresponding unit and cost of edge


Fig. 10. (a)Attaching corresponding units and costs (b) Shortest path


Fig. 11. (a)Optimum unit assignment (b)After metal wire routing
drain/source assignment DS1 for pair 1 and DS3 for pair 2, both of the right diffusion regions of $P_{1}$ and $N_{1}$ are sources, and the left regions of $P_{2}$ and $N_{2}$ are a source and a drain, respectively, as shown in Fig.9(a). According to the netlist (Fig.8), $P_{1}$ and $P_{2}, N_{1}$ and $N_{2}$ turn out to be connected. Thus, unit $u 2$ is set to $u\left(v_{1,1}, v_{2,3}\right)$ which includes two horizontal local interconnects (Fig.9(b)). Cost $f_{\text {area }}(u 2)=8$ is set to $c\left(v_{1,1}, v_{2,3}\right)$, as shown in Fig.9(c).

Fig.10(a) shows the assignment graph in which the corresponding unit and the cost (Fig.9(c)) are obtained. In the same way, we obtain units and costs for all edges.

The time complexity of the algorithm is $O(n)$, where $n$ denotes the number of transistor pairs.

Shortest path in the assignment graph We can find the optimum unit assignment by solving the shortest path problem from source to sink in the assignment graph. The shortest path can be found with the time complexity $O(n)$, where $n$ denotes the number of transistor pairs, because the assignment graph does not include any cycles.

For example, Fig.10(b) shows the shortest path when applying the cost function $f_{\text {area }}(u)$ to Fig.8. Fig.11(a) shows the unit placement in this case, and Fig.11(b) shows the synthesized cell in which metal wires have been attached.

TABLE III
EXPERIMENTAL RESULTS

| circuit | nor8 |  | nor6 |  |
| :--- | :---: | :---: | :---: | :---: |
| cost function | $f_{\text {wire }}$ | $f_{\text {area }}$ | $f_{\text {wire }}$ | $f_{\text {area }}$ |
| a. cell width | 20.0 | 17.0 | 12.5 | 10.5 |
| b. metal wire length | 64.5 | 85.6 | 30.5 | 38.5 |
| c. \# of vertical LI | 7 | 0 | 4 | 3 |
| d. \# of horizontal LI | 16 | 22 | 11 | 14 |
| e. \# of porosities | 18 | 8 | 10 | 6 |
| f. processing time (sec) | 3.0 | 1.0 |  |  |


|  | or-and2222 |  | or-and33 |  | xor3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $f_{\text {wire }}$ | $f_{\text {area }}$ | $f_{\text {wire }}$ | $f_{\text {area }}$ | $f_{\text {wire }}$ | $f_{\text {area }}$ |
| a. | 14.5 | 12.5 | 11.0 | 9.5 | 14.5 | 13.0 |
| b. | 47.3 | 48.8 | 25.1 | 24.1 | 43.8 | 43.0 |
| c. | 3 | 1 | 3 | 2 | 6 | 5 |
| d. | 11 | 14 | 10 | 12 | 8 | 13 |
| e. | 11 | 7 | 8 | 6 | 16 | 13 |
| f. | 1.5 | 1.2 |  | 1.0 |  |  |

## C. Transistor ordering

Since optimum unit assignment for a certain transistor order can be obtained by the algorithm in Sections III-B, we improve repeatedly the order of transistor pairs to obtain optimal cells with the following process:

1. determining initial transistor order by simple heuristic.
2. selecting two transistor pairs at random.
3. exchanging the order of these pairs.
4. applying unit assignment and obtaining the cost.
5. undoing step 3. if the cost gets worse.
6. repeating 2. to 5 . a certain number of times.

The Repetition number in step 6. is a empirical parameter.

## IV. EXPERIMENTAL RESULTS

Table III shows the cell synthesis results of some CMOS logic gates using both of the cost functions $f_{\text {area }}(u)$ and $f_{\text {wire }}(u)$. We set the repetition times of transistor order improvement in Section III-C to 100. We took the set of units shown in Table I.

When using the cost function $f_{\text {wire }}(u)$ the total length of metal wires in every cell is shorter and the number of vertical local interconnects is larger than when using $f_{\text {area }}(u)$. The number of porosities (tracks for vertical metal wires on the cell) is also larger. These results show that the cost function $f_{\text {wire }}(u)$ works well and vertical local interconnections take the place of some metal wires.

When using the cost function $f_{\text {area }}(u)$ the width of every cell is smaller than that of $f_{\text {wire }}(u)$. These results show that $f_{\text {area }}(u)$


Fig. 12. Cell synthesis results with two cost functions $\quad$ (a) $f_{\text {wire }}$ (b) $f_{\text {area }}$
also works well. The number of horizontal local interconnects is larger in this case, because narrow units have horizontal local interconnects in the unit set of Table I.

The processing time in Table III is measured with UltraSparc 30.

Fig.12(a) and (b) show the cell synthesis results for a CMOS 8 input NOR using cost functions $f_{\text {wire }}(u)$ and $f_{\text {area }}(u)$, respectively. The former includes fewer metal wires, especially vertical wires, and the latter is smaller.

These experimental results prove that our method is flexible, that is to say, it uses local interconnection to optimize various objectives such as area, metal wire length and porosity, according to a flexible cost function.

## V. CONCLUSION

In this paper, we have proposed a cell synthesis method which makes use of local interconnects between adjacent transistors. The set of units, which represent all possible patterns of local interconnection, is designed in advance; our method selects suitable units and places those units to synthesize optimal cells. Since we use a parameterizable cost function, we can optimize the cells for various objectives, such as area, metal wire length and porosity.
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