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usmg successive approximation. The fy(8) is obtained by
substituting this value of ux in equation (13), for which we
also need

]
f [g(@) dz = S(8, un), say.
uy

One could alternatively determine uy with greater com-
puter time consumption, by successive approximation after
a discrete search, from equation (13) directly. The integral

in this equation reduces to

88, um) — —2— {[ﬁgm) — ung@, ux)
B8 — unx
@)
B~ un)

6

It should finally be noted that in order to obtain fv(8),
the ranges over which fi , f2, ---, fv—ymustbe calculated
are all [, 8.

+ 9B — gusIJ B, un) + lg(8) + y(uN)P} .
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1. Introduction

In this article, a set of matrices is defined, and the com-
plete solution of each matrix is given. The matrices have
arbitrary dimension, and a large number of parameters. By
adjusting these parameters, a matrix of arbitrary dimension
can be constructed which has two eigenvectors that are
nearly coincident, which is deficient (has fewer than the
maximum possible number of eigenvectors) or is as nearly
singular as desired. Thus a set of matrices is available
which forms a convenient set of check matrices for testing
computer programs which purport to solve! or invert a
matrix. The matrices of the set enjoy certain properties of
regularity to which the term symmetry might well be
applied; however, the matrices are not necessarily sym-
metric in the ordinary sense.

For selected values of the parameters, the matrices ap-
pear as variance-covariance matrices in statistics. In par-
ticular cases, the eigenvalues (but not the eigenvectors) and
determinants have been found [1]. The methods of this
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! I.e., find the eigenvalues and corresponding invariant sub-
spaces.

note are shorter, more elementary, and more effective;
from them, immediate insight into the matrix structure is
obtained.

2. Basic Case

Let f,, be the 1 X n column-vector whose entries are all
’s; f.* is the corresponding n X 1 row-vector. For arbitrary
n, k, write Ju = fufi’; thus J ., is the k X n matrix whose
entries are all 1’s. The matrix J,., has the following proper-
ties: f, is an eigenvector (with eigenvalue n); every
vector v orthogonal to f, [f."» = 0] is an eigenvector, with
eigenvalue 0. This space of vectors v is spanned by

(i}, gi = fo — ned, i=1,2 --,mn,

and has ex.gr. the first n — 1 of these for a lasis. Here
e, is the 1 X n vector [0, ---,0,1;, 0, ---, 0]*. This
proves the following theorem.

TaroreM 1. By a change of basts, the matriz al, + bJan
can be transformed to diag [a, - -+ , a, a + bn].

Note that the set of n X n matrices al,, + bJ,, forms a
semi-group, and the invertible ones form a group. The
inverse of al, 4+ bJa, is ¢ I, — ba a4+ 1) Jon.

3. General Case

The general matrix that can be solved by the above
methods is the partitioned matrix:

(Illm + bu-]nml, bl2Jn1n2 ) ey bu Jnmg
A _ b21Jn2n1, CLZIﬂz + b22anng, Tty b2t anng
btlJntm; tt atIntnt + bttJntng

By choosing a suitable basis, the matrix A can be trans-
formed into

B = dlag[A1 s /12

where fors = 1,2, --+ | t, A;is then;—1 X n;—1 scalar

Tty Ai ) At+1]7
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matrix a; , and A, is the ¢ X ¢ matrix defined by

m + buni, bina , CEEN brm,
A " bary ’ az + bonz, -, bamn,
BT : : :
bura, (RN a: + buny

Thus the matrix A can be solved by solving a ¢ X ¢
matrix of constants. To establish the assertion just made,
it is only necessary to exhibit the “suitable basis”. A
trivial lemma suffices.

LemmMa 1. Let the subspaces Sy, S, -
Ry oo, De defined as follows:

-y Sy Sipn of

St has the basis

7, ©=1,2 - 4,0/ =[0,0,---0,fu;, 0, -+, 0],
S» has the basis
{ger = 10,0, -+ 0, fu, — neh, , 0, -+, 0],
1=1,2,---,n—1, r=12,---,1L

These t + 1 spaces are mutually orthogonal; they span the
entire (ng + ne + + -+ + n.)-dimensional space MNp\ 4. qn, -

The action of A on the vectors of these various bases is
easily checked; in this) way it is verified that if a trans-
formation of R has matrix A with respect to the basis vec-
tors {eh}, the matrix of the transformation with respect
to the new basis V: {g:, , fi'} is B: V7!AV = B.

4. Examples

The results of Section 3 are powerful enough to yield
many useful examples.
The matrix

C = I:a[n + bJoun e ]
A kn hI, + Wi

has determinant
a" W (e + ) (b + k) — cndk],
and inverse

C—l — aﬂlln '+' lenn c/Jnk :
B+ U]

d'Jin
b/:h—lwlk——a'lA, S _C

An A
r d /_a-l—bn—h_lA
¢ = A’ b= Ak

A= (a+ bn)(h+ k) — cdnk.

This inverse is conveniently discovered by writing the

matrix
I:a 4+ bn ck :]“
dn h + 1k

l:afl + b'n c'k :|
d'n R4 U'nd”

If ¢ = 0, the matrix € is deficient only if the conditions
a-+bn="h+1Uk d#0

in the form
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are both satisfied. In this case, the relations
[A — (a + )] fasr = 0,
V=14—-(a+bn)lfayr #0

hold.

Determinants, roots, and vectors of the matrices in
[1] (in all of which ¢ £ 3 and the a; are equal) are quickly
computed by use of the results of Section 3. Note that the
individual basis vectors g, of S, (¢ = 1, ---, n, — 1,
r =1, --,¢t) are always eigenvectors of 4. The rest of
the structure of A is found from the structure of B (i.e. of
Si11) in the following way. If the ¢ X ¢ matrix Si41 has
Jordan canonical form J, with respect to the basis vectors
V; = D oje’, the vectors of R needed to reduce 4 to
canonical form are w; = 2 a;fi.

A matrix C for which the exact inverse can be expressed
on a machine with 7 significant decimal digits is the
following (i = 2):

a=b=c=h=1=1,
k=5,

d = 1.259999, n = 20,
b’ = 3000. — .05, ¢ = —10000,
d = —12599.99, ' = 42000. — .2

5. Generalization

The essential point in the definition of A4 is that the
matrices J.; have rank 1. The theory is unaltered if f. is
replaced by any 1 X #» nonzero vector.

Dr. A. S. Householder has kindly communicated the
fact that the matrix A can be written as a product
(I — 2w*)D, where z, w are 1 X n vectors, and D is a
diagonal matrix.
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