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Abstract— In this paper, the effectivenessof the ASIP (Appli-
cation Specific Instruction set Processor)design system PEAS-
Il is evaluated thr ough experiments. Examplesin experiments
are a MIPS R3000 compatible processar DLX, a simple RISC
controller, and PEAS-I core. While they are simple in-order
pipelined processorsthey have enoughfacilities for real embed-
ded systemdesign. Thr ough experiments, easines®f designand
modification for impr ovementand designquality in terms of per-
formanceand hardware costare discussedlt hasbeenconfirmed
that the design method usedin PEAS-III is effective to design
spaceexploration for simple pipelined processors.

|. INTRODUCTION

In SoC (System-on-a-Chipllevelopment,designof ASIPs
(Application SpecificInstructionset Processorsis challeng-
ing sincevariousdesignconstraintamustbe satisfiedfor the
requiremenbf applications.In addition,shortertime to mar
ketis preferableespeciallyin theembeddedystemarea.Thus,
to obtaina processosuitablefor the requiremenbdf anappli-
cationin a shortterm, a framework for effective designspace
explorationis desired.

In the recentresearchseveral ASIP designsystemshave
beenproposed. However, most of them have limitations for
flexibility of customizationFor example while Tensilica,Inc.
hasthe designserviceof customizingASIP namedXtensa[1],
flexibility of the configurationof Xtensais restrictedto their
model, e.g.,upperlimit of the numberof customizednstruc-
tions, or the numberof pipelinestagesetc.

The PEAS-III systemis aworkbenchfor ASIP[2, 3]. It can
generat@nHDL descriptionof aprocessofrom amicro oper
ationdescriptionwhich representbehaior of eachinstruction
by eachpipelinestage With thePEAS-IIl systemyariouscus-
tomizing processorganbe designedn a shorttime. Further
more, modificationfor improvementsuchasadding/remaing
severalinstructionsor applyingdifferentfunctionalunitsfor a
operationis easy

In this paper the effectivenessof PEAS-III is evaluated
throughexperiments.Iln experimentsseseral processorfiave
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beendesignedwith PEAS-IIl. Examplesin experimentsare
a MIPS R3000 compatibleprocessqrDLX, a simple RISC
controller and PEAS-I core. While they are straightforvard
pipelined processorsij.e., processorwith single pipelining,
in-orderissueandpossiblyout-of-ordercompletion they have
enoughfacilitiesfor realembeddedystemdesign.In experi-
ments easinessf designandmodification,anddesignquality
in termsof performancendhardwarecostareevaluated.

Accordingto the experimentalresults,the effectivenessof
the methodusedin PEAS-III hasbeenconfirmed. The pro-
posednethodcanbeeffective for shorteninghedesignperiod,
andfor designspaceaxplorationfor straightforvard pipelined
processodesign.

Therestof the paperis organizedasfollows. Sectionll de-
scribesthe designflow in the PEAS-I1I system.Sectionlll is
devotedto experimentdfor several processodesigns.In Sec-
tion 1V, the effectivenessof the methodusedin PEAS-III is
discussedvith the experimentalresult. Finally, conclusions
andfuturework arepresentednh SectionV.

I1. DESIGN FLOW IN PEAS-II1

In this section,an overview of the designflow in PEAS-
Il [3] is presentedThemainfunctionof PEAS-III is depicted
in Fig. 1. Eachpartin thisfigureis describedalongthe design
flow in thefollowings.

First of all, a designerescribesaninstructionsetarchitec-
ture. Theinstructionsetarchitecturancludesthe width of an
instructioncode,instructioncodeformatsfor eachinstruction
type,etc. In PEAS-III, theseworks canbe donewith GUI.

In this phasepasicarchitectureof the processois alsode-
terminedby the designer The parameter®f architecturen-
clude the numberof pipeline stagesthe numberof delayed
branchslots. Currently the target architectureof PEAS-III is
limited to straightforvard pipelinedprocessorsvhichincludes
mechanismsuchas pipelineinterlock for multi-cycle opera-
tion or interrupthandling. Harvard architecturds assumeds
memoryinterface.
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Fig. 1. Main functionof PEAS-III.

Then, the designerdetermineswhat kinds of modulesare
usedin the implementation.In this paper thesemodulesare
calledresources. For the selectionof resourcesa database
called FHM-DB [4] are used. In FHM-DB, parameterized
modulescalledFHMs areregistered.Parametergor an FHM
includebit width of inputs/outputsalgorithmof the operation
suchascarry-lookaheador addition, etc. Therefore the de-
signercanusevariouskinds of resourcedor designspaceex-
plorationby specifyingtheseparameters.

At the next phasethe designerescribes micro-operation
description. The micro-operationdescriptionrepresentde-
havior for eachinstructionby eachpipeline stage. This de-
scription alsoincludesbehaior for interrupts. Note that the
behaior is definedndependentiyagainseachinstruction,i.e.,
inter-instructionoperationssuchas pipelineinterlock are de-
scribedimplicitly. Thus,the designercanconcentrateon de-
scribing just the behaior of eachinstruction. Furthermore,
additionor removal of instructionscanbe easilyhandled.

In this phase,the behaior of eachinstructionis repre-
sentecby thedataflow amongresourcesWhatkind of opera-
tion is performedis alsospecifiedfor multi-function modules
like ALU.

After theseworks have beendone,the designercanobtain
HDL descriptionswith the HDL generatoiof PEAS-III. Two
typesof HDL descriptionsare available with PEAS-IIl. One
is for simulationpurposeandthe otheroneis for logic synthe-
sis purpose.The HDL descriptionfor simulationcanbe used
for validationandperformancevaluation. In the description,
contentf resourcesiredescribedat the behaior level. Sim-
ulationtime for the processodescriptionis abouttento hun-
dredtimesshorterthanthe casethat contentsof resourcesire
describedat the gatelevel. On the otherhand,the HDL de-
scriptionfor logic synthesiscan be usedfor logic synthesis.
Contentsof the resourcesairedescribedat the RT-level or the
gatelevel. This descriptioncanbe input to a logic synthesis

tool.

In the generatiorof theseHDL descriptionsthe datapath
and the control logic including pipeline interlock or inter-
ruptmanipulatiorareautomaticallyconstructedrom inputde-
scriptions. Thus, the designercan easily obtain the various
kind of processorby modifying theinputdescriptions.

I1l. EXPERIMENTS

Several processordiave beendesignedwith PEAS-III for
variouskindsof evaluation. Threeexperimentshave beencar
ried out. Thefirst oneis designof a MIPS R3000compatible
processoandDLX. Thesecondneis designof aRISCcon-
troller. Thethird oneis designof aPEAS-Icore.

A. MIPS R3000andDLX compatibleorocessors

First,aMIPS R3000[5] compatiblgprocessowasdesigned.
Thenit wasmodifiedinto DLX [6] for evaluationof the easi-
nessof designin PEAS-III.

At thefirst step,a subsebf MIPS R3000instructionsetwas
implemented.The numberof implementednstructionsis 52
outof 74 instructionsof all instructionson MIPS R3000. Co-
processoinstructionandinterruptinstructionwerenotimple-
mentedin this experiment. Requiredtime for designis about
8 hours.

The resultsof logic synthesisare summarizedn Table .
Thecolumn“#” denoteshenumberof componentén thepro-
cessor The“Cell Area” indicatesthe componentireawithout
wiring areaandthe“Total Area” indicateshecomponenarea
including wiring area. The “Frequeng” meansthe maximal
clock frequeng of thecorrespondingomponent:‘User spec-
ified resources™are the resourceghat explicitly declaredby
the designer “Registers, “selectors, and“controller” arethe
automaticallyintroducedresourcedy the generatar“Sum of
theabore” meangust the sumvalueof all componentabove
in the column.“Processor'meanghelogic synthesigesultas
aprocessar

From theseexperimentalresults, it is confirmedthat au-
tomatically generatedpart doesnot so much affect for area
andperformanceof the processar Area of the generategart
is about25% of the whole processar Frequeng of the in-
troducedresourcesncluding the controlleris relatively high,
hencethey do notincludethecritical pathalone.

At the secondstepin this experiment,a subsetof DLX is
implementedasedon the R3000implementatiorabore. The
numberof implementednstructionsis 51 out of all instruc-
tions 91. Similarly to the caseof the R3000compatiblepro-
cessoy coprocessomstructionandinterruptinstructionwere
notimplementedn this experiment. The reuseratio for DLX
designfrom thedescriptionof theR3000compatibleprocessor
is 59% sincebotharchitecturéhave mary similar instructions.
Requiredime for modificationis about3 hours.

The amountof descriptiondor both the R3000compatible
processoandDLX is shawvn in Tablell. Theamountof input
descriptiorfor PEAS-IIl is aboutlessthanonesixth of thecase
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TABLE |

TABLE 11l
WORK LOAD FOR DESIGNING A RISC CONTROLLER

component # | Cell Area | TotalArea | Frequeng
(gates) (gates) (MHz)

userspecified 12 | 21,833.5| 33,232.2 70.97
resources

registers 23 6,305.8 7,772.6 934.58
selectors 10 1,163.5 1,822.6 437.80
controller 1 1,662.3 2,474.8 110.01
sumof theabove 45 | 30,965.0| 45,302.1 70.97
processor 1 30,883.0 49,643.2 50.28

works firstdesign modification
(hour) (hour)

selectingresources 3 1
determining instruction 12 8
setarchitecture

writing micro operation 40 2
description

modifying errors 2 2
total I 58 | 13

usingDesignCompiler(0.5um CMOSslibrary)

TABLE Il
COMPARISON OF THE AMOUNT OF DESCRIPTIONSFOR R3000 AND DL X

| Inputdescription| generateddDL description

1181 5811
1196 6259

R3000
DLX

(unit: word)

of the correspondinggeneratedHDL description. It is clear
thatPEAS-IIl reducedhedesignersload.

B. A RISCcontroller

This experimentis aimedfor comparisorbetweendesigns
with corventionalmethodand designswith the methodused
in PEAS-IIl. The original controllerwhich is usedfor image
processingvas designedoy manualRT-level description. A
compatiblecontrollerwas designedvith PEAS-III in this ex-
periment.

This RISCcontrollerhasHarvardarchitecture Theinstruc-
tion width is 24 bits. The numberof instructionsis 54. The
controllerconsistsof threestagepipeline. It hassynchronous
interruptfacility.

An undegraduatestudent designedthis controller with
PEAS-IIl. He had no experienceof processordesignwith
PEAS-III atthe beginningof this experiment.

Designproceededsthefollowing way.

1. Helearnedtheusageof PEAS-III.

2. He designedthe controller with 32 bits for instruction
width.

3. Hemodifiedthedesignto fit 24 bits for instructionwidth.

The time requiredfor learning PEAS-III is about seven
hours. The learningincludesreadingmanualsandtrying de-
signwith a sampleprocessoattachedo PEAS-III.

In thefirst design,he designedhe 32 bits instructionwidth
for easeof the codeassignmentbecauséhe codeassignment

addu (24-bit)

23 2019 1615 1312 98 54 0

| 1001 | opr1| opr2 | opr3 |opr4 |0000 |

addu (32-bit)
31 26252221 1817 1413 10 9 0

|000000 |oprl |opr2 |opr3 |opr4 | 0000000000 |

Fig. 2. Differenceof instructioncodeof ADDU betweer24-bitand32-bitin
RISCcontrollers.

of the original instructionsetwasnot given. He implemented
all 54 instructions. The work load for this work is shavn in
the column*“first design”of Tablelll. Eachrow corresponds
to the designphasedescribedn Sectionll. Thetotal required
time is 58 hours. Thoughhe wasnot familiar with PEAS-III,
hedesigneda processoim afew days.

In theseconddesign he modifiedthefirst designconcerning
aboutthe instructionwidth. The main work was the modifi-
cationof instructionformat. While sometrivial modifications
wererequired themostpartof themicro-operatiordescription
wasreused.

Examplesof instructioncodeassignmenof both 24-bitand
32-bitareshavn in Fig. 2. In this example,codeassignments
of ADDU (addunsignedjnstructionareshovn. Namedfields
like“oprl” in Fig. 2 is referredin themicro-operatiordescrip-
tion.

An exampleof a portionof a micro-operatiordescriptionis
shavn in Fig. 3 In this example,the micro-operatiordescrip-
tion of ADDU instructionis shawvn. It consistsof behaior of
eachstages At the stage?, thevalueof operandsrereferred
usingthenames'opr2” and“opr3.” As showvn in thisexample,
modificationof instructioncodescanbe donewithout modifi-
cationof themicro-operatiordescription.

The column “modification” of the Tablelll shows the re-
quiredtime for this work.

The designquality in termsof areaandavailableclock fre-
queny arealsoexaminedin this experiment. The generated
HDL descriptiornof 32-bitversionof aRISCcontrollerandthe



stagel | IR :=IMEM[PC];

PC.inc();

DECODE(IR);

$srl:= freg.read0(opr2);

$sr2:= freg.read1(opr3);

($result$aluflg) := ALU.addu($sr1$sr2,'0");
aluflg := $aluflg(2)& $aluflg(3);
freg.writeO(oprl $result);

stage?

stage3

Fig. 3. Micro-operationdescriptionof ADDU in RISCcontrollers.

TABLE IV
COMPARISON OF THE DESIGN WITH PEAS-111 AND WITH
CONVENTIONAL METHOD FOR A RISC CONTROLLER

| PEAS-IIl | corventionalmethod
instructionwidth (bit) 32 24
work load (hour) 58 420
gatesize  [50MHz] 12.7k 14.3k
[L08MHZ] 12.9k 14.6k

(usingCMOS0.25um library)

HDL descriptionof real RISC processomweresynthesizedin-

derthe samecondition. TablelV shaws theresult. Two target

frequencie$0MHz and108MHz wassetup for logic synthe-
sis. Givenproperconstraintfor logic synthesisbothcontroller
have achieved thesefrequencies.Note that the original con-

troller hasseveralinstructionsthat were addedto the original

instructionsetfor extension,andthey were notimplemented
in the controllerdesignedvith PEAS-III. Thoughroughcom-

parisonof thevaluesfor theareads notjustifiedenoughthere
seemso remarkabldifference.

C. PEAS-Icore

PEAS-Icoreis a processogeneratedvith the PEAS-1sys-
tem[7]. PEAS-Isystemcangenerate@anoptimal processofor
a given applicationprogramfrom predefinedinstructionset.
Predefinednstructionsetconsistof a primitive instructionset
and optional instructions. The primitive instructionsetcon-
tainsbasicinstructionswhich mostprocessorfiave. Instruc-
tions in the primitive instructionset can be categorizedinto
arithmeticinstructions,datatransferinstructions,and execu-
tion sequenceontrolinstructions.

In thisexperimenttheexisting designandnew onedesigned
with PEAS-III are compared. First, a PEAS-I core from a
primitive instructionsetwasdesignedvith PEAS-III. Thein-
structionsetcontainsB5instructions.Then,this processowas
extendedby addingmultiply instructions.

Theresultof thefirst stepis shavn in TableV. Thecolumn
“original” correspondso the caseof the original design,and
thecolumn“with PEAS-1II” correspond#o the caseof thede-
signwith PEAS-IIl. Work load for the designwith PEAS-III
is aboutone third comparedto the original one. Othersare

TABLE V
RESULT OF PEAS-| CORE DESIGN

|| original | with PEAS-III

work load (hour) 96 32D
linesin the 6431 7194
HDL description (1038for MOD)
maximumdelay(ns) 9.80 9.74

# of gates 22,247 26,970

1) includesthetime of learningaboutthe system.

TABLE VI
DELAY AND SIZE OF PEAS-| CORE WITH MULTIPLY OPERATION

Design || delay(ns) [ Area(gate)

underl00MHz
SR 17.93 49567.8
SL 9.77 49946.5
CR 9.78 67905.8
CL 9.72 75089.6
under200MHz
SR 17.69 50784.4
SL 7.68 51828.9
CR 6.93 69351.8
CL 6.07 76577.2

S: sequentialcircuit implementation,C: combinationalcircuit im-
plementation;R: usingripple carry adder L: usingcarry-lookahead
adder

almostsame.

Next in this experiment,this processomas extendedwith
additional multiply with signed/unsignedperationsusing
PEAS-IIl. The resultof the logic synthesisis shovn in Ta-
ble VI. To implementthe multiply instructions several func-
tional units for multiply operationcan be selected. Using
PEAS-III, this selectionis done by specifying the parame-
tersfor the operation. The designercan evaluateseveral de-
signseasily

IV. DISCUSSIONS

In this section, the effectivenessof the method usedin
PEAS-IIlis discussedvith experimentalesults. Therearefol-
lowing advantagesn the methodcomparedwith corventional
methods.

¢ shorterdesignperiod
¢ easinessf designspacesxploration
e easinessf design

Sincethe methodusesautomaticHDL generationthe quality
of the designin termsof the speedand areamay be inferior
to thedesignwith corventionalmethods Theaboveissuesare



confirmedand perspectiesfor future improvementare given
in thefollowings.

A. DesignPeriod

Design period for ASIP with PEAS-III is aboutthreeto
seventimesshorterthanthatfor corventionalRT-level design
asshawn in examples.This improvementowesto abstraction
of adescriptionof a processar

Higher abstractionalso contributesthe easines®f modifi-
cationof the design. As the descriptionof the designis more
concreteijt is difficult for the designetto graspthe whole de-
signin detail. Thus,in view of validation of the design,ab-
stractionis essential Furthermoreeasinessf validationleads
to shorteninglesignperiod.

B. Easines®f designspaceexploration

Sincethe objective of designspaceexplorationis to find a
bestprocessorconfigurationfor the targetapplication,design
spaceexplorationis quite difficult. Therearefew approacho
overcomethis problem.Oneis to restrictthe flexibility andto
narrav the designspace. The otheris to keepthe flexibility
andto supportthe designer The approachtakenin PEAS-III
is basedonthelatterone.

In the approachdesignersandesignvariousprocessorsn
ashorttime asdescribedn experiments.Theflexibility of pro-
cessolrchitectureandmoduleconfigurationenableto design
variouskindsof processors.

Supportfor more generalprocessomrchitecturewhich in-
cludesVLIW architecturecould leadto expansionof the de-
signspace.

For moreefficient supportof designspace=xploration,vari-
ouskindsof effective estimatiorareneededIt enableseveral
kinds of optimization.Thatcanbe greathelpfor the designer

C. Easines®f design

Easinessf designis anotheimportantissuesincedesigners
tendto have little time to learnthe usageof CAD tools. In
theexperimentof aRISCcontrollerdescribedn Sectionlll.B,
anundegraduatestudentwasableto designa processowith
saven hoursfor learning. It indicatesthatthe usageof PEAS-
[l is notsodifficult.

With more improvementof PEAS-III suchas bettererror
handling,designwith PEAS-III canbe easierthanthe caseof
usingthecurrentPEAS-IIl system.

D. Quality of thedesign

As shavn in the exampleof Sectionlll.B andSectionlll.C,
the numberof gatesin the designwith PEAS-III tendsto
increasecomparedio the designwith corventionalmethods.
However, the differenceis not crucialfor mostapplications.

Becausemost part of the processorss sharedby existing
modulesin the databasethe disadwantageoriginatedin auto-
matic generationis rathersmall. Flexible moduleswith better
quality arerequiredfor designsunderstrict constraints.

V. CONCLUSIONS

In this paper the effectivenessof the designmethodused
in PEAS-III have beenexamined. Through experiments,it
hasbeenconfirmedthat the designmethodis effective to ar
chitecture exploration for straightforvard pipelined proces-
sors. While designquality in termsof areaand performance
is slightly inferior comparedo the processodesignedy ex-
perienceddesignersthe turn aroundtime or designman-hour
is quite shorterthancornventionalmethods.

Futurework includesa supportfor more generalarchitec-
ture, e.g.,supportof pipelinedoperationswvhich areoften ap-
pearedin mediaprocessorsor supportof VLIW architecture
whichis oftenappearedn DSPs.Developmentof modelgen-
erationalgorithmand optimizationalgorithmis one of major
problems.
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