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Abstract 

Hitherto, the consistency assumpt ion has been 
deemed to be strong and it suffices for the purposes of 
proving certain impor tant  propert ies of the A* a lgor i thm to  
use ei ther of two  weaker  versions, viz. mono tone  cr i ter ion 
and mono tone  restr ict ion. Here, we show that  the o p -  
posite is t rue - -  the consistency assumpt ion is not only 
weaker, but sufficient. Moreover,  it impl ies admiss ib i l i t y  

1. Introduction 

In the l i terature describing the A* algor i thm, one 
comes across the terms "consistency assumption,"  
"monotone cr i ter ion" and "mono tone  restr ict ion," which are 
constraints on the est imates of the remaining path cost. 
Their def in i t ions differ, but each leads to the same two  
main effects i.e. when a node is closed, the opt imal  path 
to it has been found, and the est imate f ,  of the cost of  
the opt imal  path via a closed node is not less than that  of  
any prev iously  closed nodes. The current  v iew is that the 
consistency assumpt ion is a strong constraint  and it suf-  
fices to  use ei ther of the mono tone  terms. The purpose 
of this art icle is to clarify the meanings and impl icat ions 
of these terms, and to  show the relat ionship between 
these terms and search admissibi l i ty. 

2. Consistency Assumption 

Historical ly, the terms appeared in the order  of men -  
t ion in the preceding paragraph. In [HNR68] the cons is-  
tency assumpt ion constraint was introduced to prove the 
opt imal i ty  of the A* algori thm. Stated formal ly,  the con -  
sistency assumpt ion is: 

V m,neG [h(m)-h(n)<=h*(m,n)]  [C1] where m and n 
are nodes in the problem graph G. m is an ancestor  
of n, h*(m,n) is the t r u e  minimal  cost f rom m to n, 
h(m) is the e s t i m a t e  of the remaining path cost 
from m to the goal, etc. 

According to Hart et al. [HNR68], it means that  "any es-  
t imate h(n) calculated from data avai lable in the 'physical '  
s i tuat ion represented by node n alone would not be im -  

proved by using corresponding data from the si tuat ions 
represented by the other  nodes." 

Originally, the opt imal i ty  theorem stated that g iven 
the consistency assumption, an A* a lgor i thm wil l  expand 
less nodes than any other  admissible a lgor i thm which is 
less informed (in the sense of having a lower  h est imate 
always). Later, a correct ion was publ ished [HNR72] recant -  
ing the dependence of the opt imal i ty  proof on the consis-  
tency assumption. It showed that  the consistency as- 
sumpt ion was only a useful constra int  to have since it 
then meant  that  when a node is closed, the best path to it 
f rom the start node is known. Consequent ly,  no updating 
and propagat ion of changes are required when subsequent 
expansions lead to it again. We shall call this the "once 
closed always closed" theorem. It is the same as Result 7 
in [Nil80]. A practical consequence of this theorem is that 
the A* a lgor i thm can be simpl i f ied signif icantly. A more 
recent clari f icat ion can be found in [DP82] in which it is 
stated that the opt imal i ty  theorem is t rue only if al- 
gor i thms being compared belong to the A* class i.e. sub- 
ject to the constraint:  Vn £ G, 
[h(n)<=h*(n)]  AND [f(n)=g(n)+h(n)]. 

3. Monotone Criterion and Monotone Restriction 

The "mono tone  cr i ter ion" term was introduced in 
[Poh77] with the v iew that the consistency assumption is a 
strong constraint  and probably more dif f icult  to ascertain 
in real problems. Stated formal ly,  the monotone cri ter ion 
is a conjunct ion of the fo l lowing three constraints: 

Vm,n£G, [h(m) >= h(n)] [C2] 
Vm,neG, [h(m) - h(n) <=  c(m,n)] [C3] 

h(t)=0 [C4] 
where m and n are nodes in the prob lem graph G, m is 
the p a r e n t  of n, and c(m,n) is the arc cost f rom m to n, 
and t is the goal node. 

The mono tone  cr i ter ion i n t e r  a l i a  was used by 
Pohl to show that the "once closed always closed" 
theorem holds in his HPA algor i thm. 

Taking the same v iew that the consistency assump- 
t ion is a strong constraint  and hence imply ing that it is 
unnecessari ly strong, the current "mono tone  restr ict ion" 
term was introduced ([Nil80] Pg. 95). It differs from the 
mono tone  cr i ter ion only in not requir ing constraint  [C2]. 

4. Discussion 

The omission of [C2] in the mono tone  restrict ion begs 
the quest ion of whether  [C2] is a necessary condit ion for 
the "once closed always closed" theorem. Evidently not, 
and [C4] l ikewise, s ince.no where in the published proof 
([Nil80] pp. 82-83) for the "once closed always closed" 
theorem were they  used. Neither [C2] nor [C4] was also 
required to prove that the f est imates of the sequence of 
closed nodes are monoton ica l ly  nondecreasing. Perhaps 
[C2] was introduced to show expl ic i t ly  that  h est imates 
along an opt imal  path are monoton ica l l y  nonincreasing. 
Al though unnecessary, it agrees with in tu i t i on - -as  the goal 
is approached, the est imate of the remaining path cost 
should diminish. [C4] then ensures that h est imates are 
posi t ive (again intui t ive but unnecessary). A more impor -  
tant  point is that [C4] says that when the goal node is be-  
ing considered, one knows that it is the goal node. 
However, this is assumed in the A* algor i thm: in parl:icular, 
the terminat ion condi t ion embodies it. [C2] and [C4] thus 
seem superfluous. 

5. Further Observations 

There are two  other  interest ing observat ions which 
can be made. Al though these have no immedia te  pract ical 
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s igni f icance,  t hey  do o f fer  fu r ther  insight  to  the p roper t ies  
assoc ia ted w i t h  heur is t ic  search. 

First ly, wh i l e  it is apparent lg  t rue that  bo th  the 
m o n o t o n e  cr i te r ion and the m o n o t o n e  res t r i c t ion  are 
eas ier  to  estab l ish than the cons is tency  assumpt ion ,  it is 
not  t rue  tha t  the cons is tency  assumpt ion  is a s t r onge r  
cons t ra in t  compa red  to  ei ther,  it can be s h o w n  tha t  the  
converse  is true. Fur thermore,  if the cons ide ra t i on  is 
rest r ic ted to  [01 ]  and [03]  then the three te rms  are in fact  
equivalent. 

Since the  t e rm  "s t rong const ra in t "  is s o m e t i m e s  
vague,  it is he lpfu l  t o  be speci f ic  in its in te rp re ta t ion .  It 
can be be t te r  unde rs tood  f rom t w o  a l te rnat ive  v iewpo in ts .  

One is the  mater ia l  imp l i ca i ton  v iewpo in t .  If w h e r e v e r  
cons t ra in t  A is sat is f ied impl ies that  cons t ra in t  B is 
sat isf ied, but  no t  v i ce -ve rsa ,  then  one can say tha t  A is 
s t ronger  than  B. Taking this approach,  w e  can estab l ish 
that  [01 ]  imp l ies  [03].  

Theorem 1: [01 ]  = = >  [03].  
Proof: 

By def in i t ion ,  the  set X of  descendants  of  a node  m 
must  con ta in  the set Y of  successors  of m. Fur thermore ,  
if n is a successor  o f  m, then  h*(m,n)=c(m,n). It f o l l ows  
that  when  [01 ]  is u n i v e r s a l l g  t rue in X, [03]  is 
u n i v e r s a l l g  t rue in Y. There fore  [01]  = = >  [03].  

The o t h e r  v i e w p o i n t  is based on the no t i on  of  d i f -  
f i cu l ty  in sat is fact ion.  A weak  const ra in t  shou ld  be eas ier  
to  sat is fy  than  a s t rong  zonstra int .  Assuming  that  al l 
s i tua t ions  are equa l ly  l ikely to  occur,  and if cons t ra in t  A 
can be sat is f ied in any one of a set X of  s i tuat ions,  and 
cons t ra in t  B in any one of  a set Y of  s i tuat ions,  then  it is 
reasonab le  and in tu i t i ve  to  say tha t  A is mo re  d i f f icu l t  
(s t ronger)  to  sat is fy than B if I(X)I<I(Y)I. Note  tha t  in th is  
v i e w p o i n t  w e  have used e x i s t e n t i a l  sat is fact ion.  The 
converse  w o u l d  be t rue if un iversa l  sat is fac t ion is 
used; it is eas ier  to  sat is fy  all s i tuat ions in X than all in Y 
if I(X)I<I(Y)I. Since a node has at least as many  d e s c e n -  
dants as successors,  w i th  universal  sat is fact ion,  [01]  can 
be seen to  be more  d i f f icu l t  to  satisfy. Both v i e w p o i n t s  
are in accord  and at  t h i s  juncture,  [01 ]  is s t ronger .  
But the w h o l e  t ru th  is ye t  to  be comp le te l y  revealed.  

To be cons is tent ,  the mater ia l  imp l ica t ion  v i e w p o i n t  
wi l l  be used to comp le te  the p roo f  that the cons is tency  
assumpt ion  is not  the s t ronger  constraint .  It rests on the  
fact tha t  [03 ]  impl ies [01]. 

Theorem 2: [03 ]  = = >  [01]. 
Proof: 

For any  descendant  n r of a node nl, let  P=(nl,n2,...,nr) 
be the  shor tes t  path f rom n 1 to n r. 

Using [03], 

Vni_l,nicP, [h(n i_ l ) -h(n i )  < =c(ni_l,ni)]. 

Let t ing i run f r om 2 to  r g ives:  

h(nl)  - h(n2) < =  c(nl,n2) [1] 
h(n2) - h(n3) < =  c(n2,n3) [2] 

h(nr-1) - h(nr) < =  C(nr-l,nr) [ r - l ] .  
Summing  equat ions  [1] to  [ r - l ]  g ives:  

h(n 1)-h (nr) < =c(n 1,n2)+c(n2,n3)+...+C(nr_l,n r)=h*(n 1,nr). 
(Q.E.D.) 

Coro l la ry  2: 
From Theorem 1, [ 0 1 ] = = > [ 0 3 ] .  Hence [ 0 1 ] < = = > [ 0 3 ] .  

If [02 ]  and [04]  are indeed super f luous ,  then the c o n -  
s is tency assumpt ion,  m o n o t o n e  c r i te r ion  and m o n o t o n e  
res t r ic t ion  are equ iva lent .  O therw ise ,  the m o n o t o n e  
cr i ter ion or m o n o t o n e  res t r i c t ion  is mo re  cons t ra ined  
(s t ronger)  than the cons i s tency  assumpt ion .  

The second obse rva t i on  is tha t  it is super f luous  to  
exp l ic i t l y  inc lude the admiss ib i l i t y  cons t ra in t  w h e n e v e r  the 
m o n o t o n e  cr i ter ion or  m o n o t o n e  res t r i c t ion  holds since e i -  
ther  one of the m o n o t o n e  t e rms  impl ies  admiss ib i l i ty .  

Theorem 3: [03]  AND [04 ]  = = >  Vn~:G, h(n)<=h*(n) .  
Proof: 

Let n 1 be the goa l  node t, and the shor tes t  path f r om 
a node n r to n 1 be P = (nr, nr_l,...,nl). 

h*(nl) = h*(t) = 0 by def in i t ion.  
h(nl)  = h(t) = 0 f r om [04].  
Hence h(n l )  < = h*(n l )  !s t rue.  
Assume that  h(ni) < =  h (ni). [ 2 -1 ]  
h(n i + 1) - h(n-(i)) < =  c(n i + 1,ni) f r om [03]. 
h(n i + 1) < =  c(n i + 1,,ni) + h(ni) 

< =  c(n i + 1,n i) + h (ni) f r om [2-1] .  

Since c(n i + 1,n i + h*(ni) ~ h*(n i + 1), 
the re fo re  h(n i + 1) < = h (n i + 1). [ 2 -2 ]  

Since [2 -2 ]  is t rue for  i = O, by induc t ion ,  
it is t rue  for i =1,2,3 . . . .  r - l .  
Hence [03]  AND [04 ]  = = >  VnEG, h(n) < = h*(n). 

(Note: This t h e o r e m  ho lds  even if [04 ]  is re laxed to  
h( t )<=0.)  

(Q.E.D.) i 

Coro l la ry  3: 
Since [ 0 1 ] < = = > [ 0 3 ] ,  
the re fo re  [01]  AND [04 ]  = = >  VneG, h(n) < =  h*(n). 

6. Conc lus ion  

Cont ra ry  to ear l ie r  c la im tha t  the cons is tency  as -  
sumpt ion  is re la t ive ly  s t r onge r  than  the m o n o t o n e  c r i te r ion  
or m o n o t o n e  rest r ic t ion,  we have shown  that it is the 

w e a k e r  s ince it is equ i va len t  to  [03 ]  wh ich  ex is ts  as a 
m e m b e r  of  the  con junc t i ve  set o f  cons t ra in ts  def ined by 
the  m o n o t o n e  c r i te r ion  and m o n o t o n e  rest r ic t ion.  In fact ,  
[02 ]  and [04 ]  seem unnecessa ry  to  es tab l ish  the impo r t an t  
p roper t ies  assoc ia ted  w i t h  the t w o  m o n o t o n e  te rms.  If 
t hey  are unnecessary ,  then  the m o n o t o n e  c r i te r ion  and 
m o n o t o n e  res t r i c t ion  are unnecessar i l y  s t rong  and the 
cons i s tency  assump t i on  is v ind ica ted.  Fur thermore ,  s ince 
[04 ]  is f undamen ta l  to  the  A* a l go r i t hm  in the f i rs t  in -  
stance, so long as [01 ]  or  [03]  is in any  of the th ree  
terms,  an op t ima l  so lu t ion  (if it exists) is guaran teed.  
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ABSTRACT 

Logic programming is a conven ient  too l  for stating 
combinator ia l  problems due to its nondetermin ism and its 
relat ional form. It is not surprising that simple and 
declarat ive programs can be wr i t ten for problems like 
mastermind. However, due to their  search strategy, logic 
languages are also very ineff icient for solving the natural 
formulat ion of problems. Moving away from this natural 
formulat ion leads to much programming effort and to less 
modifable and extensible programs. This paper shows, on 
the mastermind example, that it is possible to wri te very 
declarat ive programs which wil l  be executed eff ic ient ly by 
an extended logic programming language. The key idea is 
to embed consistency techniques inside logic p rog ram-  
ming. Within this approach, constraints are used act ively 
to prune the search space in an "a priori" way instead of 
the passive way  (for test ing values) of usual languages. 
The result ing program outper forms all the proposed a l -  
gor i thms and achieves a speed-up of 40 over  Shapiro's 
program in the average and a speed-up  of 72 on Powers' 
benchmark. 

1. Introduction. 

Some t ime ago, Shapiro proposed in SIGART a 
program for playing mastermind [10]. His program 1 i l -  
lustrates the adequacy programs to solve discrete c o m -  
binatorial problems. However, Shapiro's program is very 
ineff icient clue to its generate and tes t  strategy 
which only uses constraints in a passive way for tes t -  
ing values. Subsequently, many papers in SIGART 
(including [9]) proposed modi f icat ions of the original a lgo-  
r i thm in order  to improve its eff iciency. A common fea-  
ture of all these programs is that they substant ial ly move 
away from the natural formula t ion 2, 

This simple example reveals a profound l imi tat ion of 
current logic programming languages wrt  discrete c o m -  
binatorial problems. While being convenient  for stating 
these problems, they are also very ineff icient for solving 
the natural (generate & test) fo rmula t ion  of the problems. 
Also, moving away to a more eff icient formulat ion leads to 

1Note that, in 1978, van Emden had already il lustrated the use of logic 
programming with a mastermind program [12]. 

2In fact, Shap}ro's program has already made some concessions to the 
declarative expression by using assert combined with the negation as 
failure in order to gain some efficiency. 

much more programming ef for t  and to poor ly  modi f iab le 
and extensible programs. 

Start ing with the recogni t ion of this state of affairs, 
we have proposed to embed consistency techniques in 
logic programming [13, 14, 15, 16, 4]. Consistency t ech -  
niques is an emerging paradigm from AI to solve discrete 
combinator ia l  problems [6, 7]. Contrary to "generate and 
test" and depth- f i rs t  search wi th chronological  backtrack-  
ing, consistency techniques use the constraints 
a c t i v e ] g  to prune the search space in an "a priori" way  
by remov ing  combinat ions of values that  cannot appear 
toge ther  in a solution. By embedding consistency t ech -  
niques inside logic programming,  it is possible to preserve 
the descr ipt ive faci l i t ies of logic programming whi le br ing-  
ing into it the eff ic iency of consistency techniques. More 
precisely, it is possible to wr i te "generate & test" 
programs which wil l  be ef f ic ient ly handled by the system. 

This approach has already been applied to the solv ing 
of several real- l i fe combinator ia l  programs that are out  of 
scope for  any logic languages we know of. Moreover,  it 
turns out  that  these problems can be solved inside logic 
p rogramming with an eff ic iency comparable to the one of 
specific codes wr i t ten in a procedural language. Of 
course, the interest of using logic programming enhanced 
wi th consistency techniques comes f rom the "generate & 
test" formulat ion of the prob lems which provides the 
p rogrammer  with a short deve lopment  t ime for, and a 
great modi f iabi l i ty  and extensib i l i ty  of, the programs. Ex- 
amples of real- l i fe problems solved within the system in-  
clude graph-color ing,  warehouse locat ion problems, 
schedul ing with disjunct ive constraints, cutt ing stock and 
microcode label assignment [16]. 

This paper i l lustrates this approach on the mas te r -  
mind example. We first describe the only feature neces-  
sary for this specific problem. The reader interested in a 
more comprehensive descr ipt ion can consul t  the above 
references. Next, the program wi l l  be presented and c o m -  
pared to existing approaches. 

2. Consistency techniques in logic programming. 

The basis for embedding consistency techniques in-  
side logic programming is the domain  concept  [13]. 
From the user point of view, it provides a way  to specify 
the range of variable. But, once the domain concept  is 
embedded inside logic programming,  new i n fe rence  
ru les  can be defined which embody  the idea of "a prior i" 
pruning present in consistency technique [14, 15]. These 
inference rules are the theoret ica l  foundat ions of new 
control  mechanisms and novel  implementat ions of the 
pr imi t ive constraints. We now describe the only two fea-  
tures that  are necessary for the mastermind program, i.e. 
the domain declarat ions and the unequal i ty constraints. 

2.1. Domain declai'ations. 

Domain declarations are introduced to provide the 
user wi th a way to specify the range of a predicate. 

De f in i t i on  1: Given an n-ary  predicate p, a domain 
d e c l a r a t i o n  is an informat ion of the fo l low ing  form: 

domain P(dl...,dn). 
where d 1 is e i ther the constant h, a set {al...,an} of con-  
stants or str ings or an expression I..u where I and u are 
natural numbers such that u>l .  

In the f irst case, it means that  the i th' argument  
ranges over  the Herbrand universe. In the second case, it 
means that the i th argument  is either a var iable or a list of 
variables which range over  the set {al,...,an}. The last case 
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