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A MODIFICATION TO THE HALF-INTERVAL 
SEARCH (BINARY SEARCH) METHOD 

Louis F. Williams, Jr. 

Abstract: This modification to the half-interval search 

(binary search) method finds the best computer zero within 

a fixed number of iterations of the half-interval search 

algorithm. 

The paper outlines the modification for use with a 

computer where floating-point numbers are stored in a 

fixed length field of thirty-two bits. Also, the floating- 

point numbers are represented using a hexidecimal base 

and twenzy-four pits ro srore ~he f,~action. 

The modification has to do with initially starting 

with a and b within consecutive powers of sixteen. That 

is, there exists an integer n such that 

16 n ~ a < b ~ 16 n+l or -16 n+l ~ a < b ~ -16 n. 

This determines the characteristic of x 0. Then a binary 

search for the fraction of x 0 can be completed within 

twenty-four iterations. If a computer zero of the function 

is not found in the search, then the a and b of the last 

iteration are consecutive computer numbers with f(a) and 

f(b) having opposite signs. 

http://crossmark.crossref.org/dialog/?doi=10.1145%2F503561.503582&domain=pdf&date_stamp=1976-04-22
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INTRODUCTION: The half-intemval search (binary seamch) 

me%hod is widely used to find the zero of a continuous 

function y = f(x) on [a,b] where f(a) and f(b) have 

opposite signs. The method is usually continued until: 

a. If(x0)l e , 

b. Ib - a I ~ e ,om 

c. x 0 does not change. 

This modification finds the best computer zero within 

twenty-four itemations of the half-interval search algorithm. 

There is no need fom an epsilon in the modification. 

This paper outlines the modification for use with 

a computer where floating-point numbers are stored in 

a fixed-length field of %him%y-two bits. Also, the 

floating-point numbers are mepresented using a hexidecimal 

base and twenty-foum bits %o store the fmaction. These 

different mepmesentations detemmine all the compute m 

numbems. 

MODIFICATION: The modification, see flow chamt i, has 

%o do with initially starting with a and b within consecutive 

powers of sixteen. That is, there exists an integer n 

such that 

16 n K a < b K 16 n+l or -16 n+l g a < b g -16 n. 

This determines the chamacteristic of x 0. Then a binary 
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seamch for the fraction of x 0 can be completed within 

twenty-four iterations. If a computer zero of the function 

is not found in the search, then the a and b of the last 

iteration are consecutive compute r numbers with f(a) and 

f(b) having opposite signs. Then x 0 can be selected 

fmom a and b such that 

Ifcxo)l : MINIMUM {IfCa) l ,  IfCb) l} .  
This x 0 is considered the best computer zero of the function 

for this modification. 

APPLICATION: There is usually no major pmoblem in finding 

the initial values fop a and b. Consider the algorithm, 

see flow chamt 2, to determine a and b for the special 

case where y = f(x) is continuous fop x > 0 with f(x) < 0 

for 0 < x ~ N where N is some small positive computer number 

and f(x) > 0 fop x k M where M is some large positive 

computer number. Then a can be taken to be 1.0 at first. 

If f(a) is positive, then the correct a can be found 

by dividing by sixteen until f(a) becomes negative. If 

f(a) is negative, then the correct b can be found by 

multiplying by sixteen until f(b) becomes positive. 

This special case can be extended to the case where 

y = f(x) is any odd degree polynomial with a nonzero 

constant coefficient. The modification is ideally suited 

for finding the best first zero of a cubic polynomial, 

see computer printout i. 
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CONCLUSION: I have found this modification to be extremely 

valuable in my studies on numerical methods. Once the 

best solution has been obtained, other methods of arriving 

at a solution can be more fully studied. Since the 

modification requires twenty-four iterations, the 

~odifieation would not be considered a fast method. 

This time limitation can be reduced by using an 

assembler program where the binary search technique can 

be more effectively implemented. Also, the time limitation 

could be further improved by additional mesearch into 

algorithms that determine whether the value of a function 

is zero, positive, om negative. 
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Given: The continuous function y : f(x) on [a,b] with 

16 n g a < b ~ 16 n+l or -16 n+l < a < b g -16 n 
and f(a) ~f(b) < 0. 
This subprogram determines a best computer zero 
for y = f(x) on [a,b]. 
Input vamiables: a, fa, b, fb 
Output variables: a= fa b, fb,xo,fxo 

i i i i iiii ii i 

,, , i 

ic+0 

ah ÷ a/2.0 

bh ÷ b/2.0 

ic ÷ ic + 1 

xo ÷ ah + bh. 

fxo÷ f (xo) 

,, i T '  ,i i " 

a ÷ xo 

ah ÷ a/2.0 

fa ÷ fxo 

b ÷ xo 

bh ÷ b/2.0 

fb ÷ fxo 

ic. LT.24 

T 
[bJ .LT. Ifa I 

xo ~ b 

fxo ÷ fb 

xo + a 

fxo ÷ fa 

Flow Chart 1 I RETURN 
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Given: The continuous function y = f(x) for x > 0 with 
f(x) < 0 for 0 < x ~ N and f(x) > 0 for x k M. 
This flow chart determines a, f(a), b, and f(b) 
wheme 

16 n = a < b = 16 n+l with f(a)~f(b) ~ 0. 
Input variables: none 
Output vamiables: a, fa, b, fb 

i ' a ÷ 1.0 ' i 

fa ÷ f(a) I 

a ÷ a~16.0 

'i fa ÷ f(a) 

a ÷ a/16.0 

fa + f(a) 

a ÷ a/16.0 

fa÷ f(a) 

b ÷ a*IB.O 

fb ÷ f(b) 

~0 f a  

I RETURN 

FLOW CHART 2 



101 

O 
O 
O 
O 

t 

O 

O O  
. . ,4N 
O N  

O P ' - O  
uJ  L¢~ ~LI 

~ 1 ~  

II 

O 
O 
O 

O 

0~ 
O 

4. u~ 
X I 

• '~ II 

N 

X 

o,I 

X O 
,1~ O 
r~ O <o. 
w 
~.~ 0~ 

It ~0 
h .  

• " .  I 
, X 

It 
¢~. 

,.!1 

c~ 
LU O 

;Z_ O 

~-~ I 

>.- II 
,.J 

I.tsuJ 
,4",4" 
OP'~ 
~ ¢ 0  
,O,4" 
P-Uh 

• II 

I 

tl It 

I,&. I~. 

O C  
O C  
O ~  
O C  
O C  

,4",,1" 

~ ~ ~ ' ~ ~ ~  
~ ~ ~ ~ ~ . ~ ~  

c;g gggggg ;ggg gggggggggg 
I I I I I I I I  I I I  

II II II II II II II II II II II II II II II II II II II II f l  II U II 

XXXXXX~XXX~XX~XXXXXXXX 

N , 4 " N  

LU'.JJ LIJ 
0~ U~ 0~ 
,m4 ,..4 ~,-.4 
P.- u~ P-  
coP.- o0 

cJ0~0 oO 
h -  f ~  P.- 

I I 

II II II 

,,~ aO X 
U... U. LL 

O C  C ~ O O O O O O ~ O C O C ~ C O O O O O O C ~  

~ ' ~  ~ , ~ : ~ , ~ t u ~ , ~  ~ L u ~ ~  ~ 

gg  dd&gggdddddggdgg&dggddgd 

U n ' ~  I I  I I  I I  I I  I I  I I  I I  I I  I1 I I  I I  #1 I I  I I  I I  I I  I I  I I  I I  I I  I I  I I  I I  I I  

~ O  
~ O  

~ O  

c~ 

C~ Ch O'. ~t" 

uJuJUJ  
,.=,4 i - - I  ,,-.1 
~ C O  
0 o ~ 0 0  
ee~ fe~ er~ 
. O C O  
OC... O 
~-4 t--J J,,-I 

I I  I I  I I  I I  

,-:1 

0 

.,.-I 

0.1 

4J 

O ,  

O 
¢..) 


