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A B STRACT

Heuristic Regression Analysis, a new probabilistic predictor selection concept that allows a computer to automatically "learn" the best regression model, has become a practical and economical tool for profit-oriented industry replacing the usual stepwise regression approach. Wide experience with this computer substitute of human problem solving effort has led to substantial improvements of the technique. Starting with forty variables, simple models having three, four or five predictor terms are rapidly located. An "editor" routine, which has been developed to printout only the best three models generated during the learning iterations, significantly reduces the time required by the user to analyse the final models.
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## INTRODUCTION

Market competition establishes a practical need for process improvement in most industries. Process improvements are technical and economic activities leading to the production of better products. In many commercial processes, unknown complex relationships exist between numerous variables which may affect the product quality or cost.

Not too many years ago, engineers could improve these processes by considering them as simple systems. Now, it is more informative to think in terms of multi-variable systems. These processes are frequently changing - creating information about the performance and structure of the system.'

Mathematical modeling of complex systems becomes more acceptable in industry with each economic payoff and as simulation development costs are reduced. Model development forces critical examination of existing information and its quantitative relationships, which verifies knowledge of the process - or emphasizes the lack of it.

## AVAILABLE TOOLS

The development of a mathematical model can contribute to major system improvements. A systematic approach for mathematical modeling has been developed. With this established concept of study organization, it has been possible to develop steady-state models of entire plants.

Study teams using modern data collection techniques and computerbased data analysis have been making process improvements, obtaining better scheduling and tightening control in the plants. Initial.economic gains from the resulting models are encouraging rapid acceptance of the approach.

Analysis is straight forward if the basic mathematical functional form is known from theoretical considerations or some previous knowledge of the system. Of course, in many system studies, no prior information is available and only an empirical approach is feasible. Consequently, various combinations of the available variables are examined to find a representative mathematical mode1.

For this type of data analysis, the statistical technique of multiple regression has become increasingly important, although the literature continues to discuss improper use of the method (1-5). Other authors are better utilizing their efforts by making significant contributions to the predictor selection problem of regression analysis (6-9).

The major problem in linear multiple regression analysis is that of determining the importance or contributions of the individual predictors used to explain the dependent response variable. This problem has usually been approached by using stepwise regression to resolve how many predictors and which predictors should be included in the final model. Basically, this is a decision problem, in situations of uncertainty, with many choices.

For example, a typical inear multiple regression equation without interaction is shown in Table I. Table II shows, for four predictors, the combination of models that are available to explain the response $Y$. Disregarding the mean value of $Y$ as a model, each predictor can be used alone to predict $Y$. This is the combination of four things taken one at a time or four models. Next the predictors can be taken pairwise that is, four things taken two at a time or six more models. Finally, the predictors can be used in triples giving four additional models. These possible models, plus the four term model, give a. total of fifteen choices to represent the system and predict the response $Y$. Various statistics are available to judge the adequacy of each model.

It is this decision problem that has led to widespread use (and mis-use) of stepwise regression - particularly since digital computers have become more available. Many companies have developed some version of stepwise regression (8) and, when properly used, it has proved to be an effective tool for studying complex systems.

As the number of available predictors increase, the selection problem becomes difficult - even with a computer. With stepwise regression, only a few models are tested. Since exhaustive computer search is costly, human selection has been required. Of concern has been the engineer, computer, and calendar time required to do the screening of endless combinations of predictors. Usually, process teams select predictors, make computer studies, evaluate model results and re-select predictors for the next study. This trial-and-evaluation search for the right group of predictors has been harmful to the progress of many process improvement activities.

Research has been done of the man-computer interaction that occurs in a study team's use of a computer to find the right set of predictors. It was found that man can efficiently use computers for data analysis using pre-fixed algorithms and logic, such as in stepwise regression programs. However, it was concluded that teams tended to use the computer less efficiently when attempting to learn something about the system which produced the data. This was particularly true when relying on human trial-and-evaluation search. Such a predictor selection problem is like many combinatorial problems in that a direct solution can be costly. Therefore, special emphasis was placed on a different approach to model development using regression analysis.

## HEURISTIC REGRESSION ANALYSIS

Under the name of heuristics, much effort is being made to solve problems for which algorithms are not available (10). Basically, a heuristic is a strategy which drastically limits search for solutions in large problems. Even though heuristic problem solving is potentiall: powerful, in most computer applications, the heuristic aspects of problem solving are carried out almost wholly separate from the algorithmic aspects (11). The heuristic contributions are made by human problem solvers before their problems get to a computer. Although there are many published heuristic efforts, most heuristic programs, if implemented, fail to solve practical problems. This has limited applications in profit-oriented industry.

Heuristic Regression Analysis is a working digital computer program that solves a real problem. It includes a statistical method that allows a computer to "learn" from available data just which predictors should be included in a good model. The details of the approach have been previously published (12) and will only be reviewed briefly here.

Table III shows how to insert a selection routine as, the first step towards applying learning to regression analysis. Next, a goal is added to indicate when a solution is satisfactory. Lastly, some reward-and-penalty procedure is needed to transfer information to the next iteration. This is a heuristic method where the results of the last computer selection contributes to the next choice of predictors. The transition of selection information occurs as a result of knowing at the end of each trial whether a model is satisfactory.

## DEVELOPMENT OF THE LEARNING CRITERION

Random selection is straight forward. For example, if there are ten possible predictors, each equal-likely, $1 / 10$ is assigned to each as the probability, ( Pi ) that it is required in a model. Since these probabilities add up to one, a random number between zero and one is generated to select a predictor. Three, four or five predictors chosen in this random fashion will avoid many of the problems others have experienced with stepwise regression.

Having selected the predictors, the sumation matrix is rapidly developed and inverted to provide the usual statistics. Of primary concern are three statistics. First, the coefficient of determination, (Ry ${ }^{2}$ ) gives an overall measure of how all predictors, taken as a group, relate to the response. The second statistic is the t-statistic, which measures the contribution of the individual predictor. And, finally, a measure of the linear dependency which distorts the t-statistic is available in the distortion, ( $\mathrm{Di}^{2}$ ). To date, these appear to be the only useful statistics available from the inverse of the matrix. As shown in Table IV, the t-prime statistic is developed from the last two statistics using a formula previously published (7). The coefficient of determination is combined with the $t$-prime statistic to provide a reward-and-penalty criterion. The original probabilities (Pi), are multiplied by this criterion, to generate normalized transition probabilities containing all the selection information. As indicated, this powerful discriminating reward-and-penalty criterion is not a simple arbitrary rule, but is based on the statistics available from the matrix inverse rather than some empirical logical criterion (13). Consequently, the computer can be programmed to efficiently discover and learn about the data.

The version of the Heuristic Regression Analysis Program previously published (12) developed only three term models from a set of up to twenty possible predictors as shown in the computer block diagram (Table V). Data are read in and the cumulative probabilities calculated. The predictors are selected randomly by comparing a random number with cumulative probabilities until three different ones are selected. A small matrix, requiring only a few degrees of freedom (observations), is developed and inverted to provide the statistics for the reward-and-penalty criterion. Each of the three transition probabilities is multiplied by this criterion to complete the learning process. All probabilities are normalized for the next iteration. The selection probability of each predictor contains the information as to whether a predictor is desirable or not. Heuristic learning is accomplished as the program iterates twice the number of available predictors.

Table VI shows all the models developed for a test case. The actual model is a four term model with the rest of the predictors being' random vectors. In this case, the three term program will end up doing all possible combinations of the four predictors, three at a time. A lengthy study of the computer output allows the user to recognize that four terms are necessary.

## DEFICIENCIES OF THE PROGRAM

In using this early three term Heuristic Regression Analysis program, two deficiencies become apparent. First, much time was needed to study all the models to find the ones of interest. And second, if. additional terms were needed, subsequent computer runs were required.

The first deficiency was removed by an "editor" routine which stores the top three models during the many iterations. For each model, a performance weight $(W)$ is developed using the same statistics as the learning criterion. This weight is used by the "editor" to sup-" press the printout of all but the best three models. Table VII shows the new computer output of the test problem previously discussed. Table VIII gives the predicted, actual and residuals values of the three-term model with the largest weight.

The second deficiency was removed by extending the system so that it will calculate four term models as well as five term models. These options allow the user a wider range of models for the "editor" to examine. Also, the number of allowable predictors was increased from twenty to the present forty.

Using the same test problem as above, Table IX shows the computer output for the four term option which includes the original equation. The five term option is given in Table $X$ which shows that a fifth term is not needed.

## EXPERIENCES WITH HEURISTIC REGRESSION ANALYSIS

Experience with Heuristic Regression Analysis indicates that it averages only one-fourth the computer time as compared to other types of regression approaches. More importantly, most data are analyzed in a single computer run, giving the user earlier solutions. Table XI shows the overall calculation flow of a computer-based Data Analysis System (14) which includes Heuristic Regression Analysis as a problem solving aid to the engineer and scientist. Although teardown regression is available, it has been virtually replaced by the more powerful and economical Heuristic Regression Analysis program. While developed primarily as a model development tool for physical and economic systems, Heuristic Regression Analysis has been extremely helpful in other areas. Unique non-proprietary applications have included pinpointing the predictors basic to making high salaries in Canada's operations research profession (15) and to isolating the causes of traffic deaths in Jacksonville, Florida (16).

## SUMMARY AND EXTENSIONS

Much progress on the predictor selection problem in multiple regression Analysis has been made in recent years. Most authors are using some form of stepwise regression. A new predictor selection criterion using a probabilistic learning technique called Heuristić Regression Analysis has such significant technical and economic advantages that it obsoletes stepwise regression. Experiences with practical problems have led to several improvements; namely, allowing three, four and five term models to be developed from up to forty available predictors. An "editor" routine has also been added to suppress the printout of undesirable models, thereby saving much time of the user.

Future extensions of the program include graphic and verbal analysis (17) of the computer results as further assistance for the user.

## FOUR PREDICTORS

(1)

$$
Y=A_{0}+A_{1} X_{1}+A_{2} X_{2}+A_{3} X_{3}+A_{4} X_{4}
$$

WHERE:
$\mathbf{Y}=$ THE RESPONSE
$A_{0}=$ THE INTERCEPT
$X_{i}=$ THE PREDICTORS
$A_{i}=$ THE MULTIPLE REGRESSION COEF:ICIENTS

SINGLE PREDICTOR
(1) $\quad Y=A_{0}+A_{1} X_{1}$
(2) $\quad Y=A_{0} \quad+A_{2} X_{2}$
(3) $Y=A_{0}+A_{3} X_{3}$
(4) $Y=A_{0} \quad+A_{4} X_{4}$

TWO PREDICTORS
(5)
(6) $\quad Y=A_{0}+A_{1} X_{1}$
$+A_{3} X_{3}$
(7) $Y=A_{0}+A_{1} X_{1} \quad+A_{4} X_{4}$
(8) $\quad Y=A_{0} \quad+A_{2} X_{2}+A_{3} X_{3}$
(9) $Y=A_{0} \quad+A_{2} X_{2} \quad+A_{4} X_{4}$
(10) $\quad Y=A_{0} \quad+A_{3} X_{3}+A_{4} X_{4}$

THREE PREDICTORS
(11) $\quad Y=A_{0}+A_{1} X_{1}+A_{2} X_{2}+A_{3} X_{3}$
(12) $\quad Y=A_{0}+A_{1} X_{1}+A_{2} X_{2} \quad+A_{4} X_{4}$
(13) $\quad Y=A_{0}+A_{1} X_{1} \quad+A_{3} X_{3}+A_{4} X_{4}$
(14) $\quad Y=A_{0} \quad+A_{2} X_{2}+A_{3} X_{3}+A_{4} X_{4}$

FOUR PREDICTORS
(15) $\quad Y=A_{0}+A_{1} X_{1}+A_{2} X_{2}+A_{3} X_{3}+A_{4} X_{4}$

WHERE:
$Y=$ THE RESPONSE
$A_{0}=$ THE INTERCEPT
$X_{i}=$ THE PREDICTORS
$A_{i}=$ THE MULTIPLE REGRESSION COEFFICIENTS
$4^{C} 1=\frac{4}{1}=4$ MODELS
$4^{C}=\frac{(4)(3)}{(2)(1)}=6$ MODELS
$4^{C_{3}}=\frac{(4)(3)(2)}{(3)(2)(1)}=4$ MODELS

APPLYING LEARNING TO REGRESSION ANALYSIS


## TABLE IV

## DEVELOPMENT OF THE LEARNING CRITERION

T-PRIME STATISTIC

$$
t_{i}=\left[\frac{\left|t_{i}\right|}{1+D_{i}^{2}}\right]\left[1+\left|D_{i}^{2}-\frac{1}{n} \sum_{i=1}^{n} D_{i}^{2}\right|\right]
$$

WHERE:
$t_{i}^{\prime}=$ THE T-PRIME STATISTIC OF THE ITH PREDICTOR IN THE EQUATION. $t_{i}=$ THE ABSOLUTE VALUE OF THE T-STATISTIC OF THE ITH PREDICTOR IN THE EQUATION.
$\mathrm{D}_{\mathrm{i}}^{2}=$ THE dISTORTION FACTOR OF THE ITH PREDICTOR IN THE EQUATION.

TRANSITION PROBABILITY
$P_{i}=\left(P_{i}\right)\left(R y^{2}\right)\left(t_{i}^{\prime}\right)$
WHERE:
$P_{i}^{\prime}=$ THE TRANSITION PROBABILITY OF THE ITH PREDICTOR IN THE EQUATION.
$P_{i}=$ THE ORIGINAL PROBABILITY OF THE ITH PREDICTOR IN THE EQUATION.
Ry $^{2}=$ the coefficient of determination of the equation.

COMPUTER BLOCK DIAGRAM OF HEURISTIC REGRESSION ANALYSIS PROGRAM
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