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ABSTRACT 

We shall consider retrieval performance measures for generalized (non-Boolean) 
queries and indexing functions. The meanings of recall and precision in such a general- 
ized system will be discussed. Finally, we shall explore the meaning and difficulty 
of using such measures to compare Boolean and non-Boolean retrieval systems. 

i. INTRODUCTION 

Measuring the extent to which a computerized document retrieval system fulfills the 
goals set for the system is a complex problem that involves everything from initial goal 
specification to the actual underlying computer software. An average user will view the 
system as a "black box." The user makes requests; the system responds. Numerous factors 
will thus affect the evaluation of the system by such a user. These include such varied 
aspects as physical ease of use, the user's ability to understand how to formulate re- 
quests, the coverage of the desired topic by the collection (and the coverage of new or 
old material at the user's appropriate level), and even the user's own knowledge of the 
topic in which he is interested. We emphasize that we are investigating only a narrow 
aspect of retrieval system evaluation. We consider not the "human engineering" required 
to provide the average user with the information he desires, but the establishment of 
quantitative standards by which to measure the ability of the mathematics and logic of 
the retrieval decision mechanism to select for retrieval in response to a request the 
same set of documents which would have been selected by a human expert unaided by the 
automated system. [9, 16, 18] Among these standards are recall and precision and assoc- 
ciated measures and various measures of "value" returned in comparison to the search 
length. These measurements are well-defined for systems with Boolean indexing and 
standard Boolean query-to-document matching functions. 

2. BOOLEAN SYSTEMS AND THEIR PERFORMANCE MEASUREMENT 

We begin by examining Boolean systems and measures of their performance. A set D of 
documents exists for retrieval. The documents are indexed by a set of terms I using a 
membership function (MF) f:D x I --> {0,i}, with 

f(d,t) = i if document d is "about" t, 

f(d,t) = 0 if document d is "not about" t. 

A user of the system specifies his request as a query to the system, which must then 
compute for each document a retrieval status value (RSV) e that measures whether or not 
the document is "about" the query. In a strictly Boolean system, the values of e are 
either 0 or i, and the RSV can be thought of as a generalized MF. That is, those docu- 
ments with an RSV of i are "about" the query, and those with RSV 0 are "not about" the 
query. Those documents deemed by the system to be "about" the query are then selected 
for retrieval. 
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The human expert may be the user, but this is not necessary. The model of system 
performanceshould be capable of isolating the system components from each other so that 
each component's contribution to overall system performance can be determined. Since 
we are interested in determining how well non-Boolean mechanisms measure relevance, only 
this factor should be considered. Other factors that could affect a naive user's view 
of the system include the language of the document, date of publication, readability, 
physical accessibility of the document, the level of knowledge required to comprehend 
the document, and whether or not the user has already seen the document. Some 
but certainly not all of these factors can be incorporated into the query. Thus, an 
expert is needed to determine the relevance of a given document to 
a given query without regard to these external factors. 

Recall and precision, the most commonly used measurements of performance, are 
defined as follows. For any query, the retrieval system separates D into complementary 
sets RT and D-RT of documents retrieved and not retrieved, respectively. A human 
expert, however, might separate D into sets RL and D-RL of documents which are or are 
not actually relevant to the query. Recall, precision, and related measures are mea- 
sures of the extent to which RT matches RL. Specifically, recall is defined as the 
quotient 

number of documents both relevant and retrieved (I) 
number of relevant documents. 

Precision, on the other hand, is the quotient 

number of documents both relevant and retrieved (2) 
number of retrieved documents. 

In set notation these are, using IAI to denote the cardinality of a set A, 

recall = IRT ~ RL I 
IRE I (3) 

precision = IRT ~ RL 1 
IRTI. 

To set the stage for later discussion, we convert the cardinalities into MF computations. 
Remembering that in a Boolean system the MF of the intersection of two sets is the 
(elementwise) minimum of the two MF's, we can write, using fT and fL to denote the 
MF's of RT and RL, respectively: 

recall = ~Min (fL(d,q) , fT(d,q) ) 

fL(d,q) (4) 

precision = ~Min (fL(d,q) , fT(d,q) ) 

fr(d,q) 

(The summations extend over all elements d of D.) 

In addition to recall and precision, there are other measures, including normalized 
recall and precision, fallout, and generality, all of which are functions of the four 
cardinalities IRr ~ ELl, ID-RT ~ Re|, IRT ~ D-RLI, and ID-RT ~ D-EL I . [9, 16, 18] The 
crucial requirement for the definition of these measures is that relevance and retrieval 
are both Boolean functions. 

3. GENERALIZED SYSTEMS 

The previous description has been of a totally Boolean system, in which both the 
MF f and the RSV e are Boolean. It is possible to generalize either or both of these 
to be non-Boolean. A difference exists between the basic nature of the various methods 
of generalization. [2, 3] On the one hand, mechanisms for computing RSV's have been 
proposed [i, 4, 5, 12, 13, 14, 19] which attempt to preserve the analogy as closely as 
possible with Boolean set theory. Waller and Kraft have used the term "separability" 
to describe a mechanism which allows for RSV computation as a parallel process to form- 
ing subsets of D which are "about" parts of the query. Even in the work of several of 
the above authors in applying fuzzy subset theory to Boolean-like queries that have 
weights or thresholds on the queries, an attempt has been to preserve separability to 
as great an extent as is possible. 

On the other hand, Salton and others have proposed and used for some years mecha- 
nisms which treat both the documents and the queries as vectors in a linear space. 
For example, Salton has done extensive work using a "cosine coefficient." Indexing the 
m terms of I as {t(j)}, one can then view each document d as a vector in an m-dimen- 
sional vector space; the vector has a 1 in the j-th coordinate iff f(d,t(j))=l. Queries 
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are similarly represented, so that the RSV is the cosine of the angle between the docu- 
ment vector d* and the query vector q*: 

d* • q* 
( ( d* • d* ) ( q* • q* ) )*'1/2 

where • indicates the dot product of the vectors. [16] This sort of RSV is a measure- 
ment of "how close" a given document is to the query in that space. Some of these can 
be put in the form of topological metrics (distance functions); the cosine coefficient 
cannot. Further, some of these, the cosine coefficient included, do not have the same 
properties when the MF values are allowed to assume values other than 0 and i. These 
differences in interpretation can indeed affect the use of the RSV's in computations 
measuring performance. 

One problem which immediately arises in measuring performance is that, if the RSV's 
are no longer simply 0 and i, then a new interpretation must be made of "about" and of 
"retrieved." The first problem is resolved if a set-theoretic, indeed fuzzy set- 
theoretic, interpretation can be placed on all numerical values involved. [7, 20] 
In a system in which RSVIs are not simply 0 and i, however, it is no longer the ease 
that one would simply retrieve a subset of the documents. The user might instead be 
given information on a ranked list of documents, for example, and asked to specify a 
threshold above which to actually retrieve. Or, following the ideas of Cooper [6], the 
user might be given the ranked list and allowed to retrieve one document at a time until 
he decided that he had seen enough . There are several possibilities; the problem re- 
mains the same--the set RT is definable not by the RSV, but by system convention or, 
worse yet (from the point of view of predictability for use in numerical measurement), 

by user whim. 

By a generalized retrieval system, then, we shall mean a system in which either 

i. the indexing function is Boolean, the queries resemble Boolean queries, but 
the RSV's are not Boolean (this would include retrieval mechanisms such as the 
cosine coefficient); or 

2. the indexing function is fuzzy, queries resemble Boolean queries, and RSV 
computations follow normal fuzzy subset rules (this would be a simply fuzzy- 
subset system, as described by Sachs, Tahani, and others [i0, ii, 15, 17]); 
or 

3. the indexing function is fuzzy, the queries have weights or thresholds attached 
to terms and/or subexpressions, and RSV computation is not necessarily simply 
a fuzzy-subset MF computation (this would include systems such as those 
suggested by Bookstein [i], Buell and Kraft [4, 5], Radecki [12, 13, 14], and 
others). 

Such generalized retrieval systems would normally not retrieve a document subset simply 
from RSV computation; the RSV computation would provide a ranking on the documents. 
Actual retrieval would take place only after more information (retrieval thresholds, 
etc.) had entered the system. 

4. PERFORMANCE MEASUREMENT FOR GENERALIZED SYSTEMS. 

We first take up the question of recall, precision, and related measures. As has 
been pointed out, the crucial factor in computing these measures is that the sets of 
"retrieved" and of "relevant" documents are Boolean, so that cardinalities can be 
computed. In a fuzzy system (as in 2 or 3 above), these concepts no longer define 
Boolean sets. One can, however, look upon the RSV e as a fuzzy MF defining membership 
in the set which is "about" the query. Further, it will be necessary to have a human 
expert assign fuzzy membership functions that measure the extent to which a document is 
"relevant" to the query. This latter MF, which we shall call r(d) (or simply r), is 
the "true" fuzzy MF for document d. With e and r, then, we have two rankings on the 
documents D. The purpose of performance evaluation is to measure how closely e approx- 
imates r. With these two MF's, then, we can define the generalized recall and precision 
measures in a manner analogous to (4): 

recall = ~Min (e(d) , r(d) ) 

r(d) (5) 

precision = ~Min ( e(d) , r(d) ) 

e (d) 
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(The summations extend over all elements d of D.) 

In like manner, then, having defined fallout and generality, respectively, as 

number of documents retrieved and not relevant 
number of documents not relevant 

and 
number of relevant documents 

number of documents 

one can define their fuzzy analogues 

fallout = ~Min (e(d) , l-r(d) ) 

r(d) (6) 

generality = ~ r(d) 

E1 
We point out that some care must be taken in these definitions. The usual contingency 
table (as defined, for example, in Salton [16]) has Boolean cardinalities a, b, c, and 
d for the sets RL ~ RT, RT ~ D-RL, D-RT ~ RL, and D-RTI'~ D-RL, respectively. Recall, 
for example, can then be defined as a/(a+c). If one were to use this definition of 
recall to generalize, the fuzzy "analog" would be 

recall = ~Min(e(d) , r(d)) 

~Max(Min(e(d),r(d)), Min (l-e(d), r(d))) 

This function, however, does not represent the proportion of relevant documents re- 
trieved to the total number of relevant documents. 

Having defined the fuzzy analogs of recall and related measures, it remains to be 
seen that a justification exists for defining them in this way. This is gained from 
the natural generalization from Boolean to fuzzy sets. If recall and its related 
measures are defined as the quotient of "number of documents with property X" and 
"number of documents with property Y", and if both the RSV and the expert's ratings r(d) 
can be interpreted as fuzzy-subset membership functions, then the above definitions are 
the precise fuzzy analogs of the Boolean definitions. 

In attempting to compare the use of these Boolean and fuzzy performance measures, 
we must consider the philosophy of fuzzy indexing, as it has a significant contribution 
to the values which will be assumed by these fuzzy measures. If a Boolean indexing 
function is used, then only those documents which are "about" a given term are given 
an index value of i. There are two philosophies in performing such an indexing task. 
On the one hand, one could adopt a narrow view and only assign values of i if the 
document were truly "about" the term. The alternative view is a broad one, that even 
some small "aboutness" warrants the assigning of an index of i to the document. This 
dichotomy indeed reflects the traditional view of recall and precision as being nega- 
tively correlated. If the narrow indexing view is chosen, then certainly precision 
should be high, though recall may be low. If the opposite view is taken, then recall 
would be high and precision low. 

In comparing a given set of documents indexed by both Boolean and by fuzzy functions, 
the dichotomy between Boolean indexings affects a comparison of the~ fuzzy and Boolean 
indexings. If the Boolean indexing was narrow, then documents which had a Boolean 
index of 0 would be likely to be given small, but non-zero, fuzzy index values. The 
fuzzifying of the indexing would then involve changing the index values for documents 
with Boolean indexes of both 0 and i. If the Boolean indexing was broad, however, 
then the fuzzy indexing would change primarily those index values which had previously 
been i. A previous index of i, assigned to avoid missing relevant documents rather 
than to truly specify documents "about" a term, would now become a small, positive, 
fuzzy index value. 

We point out that the subjective nature of the Boolean indexing is present even 
if the indexing is actually done automatically. An automatic indexing system, perhaps 
using term frequencies, probably would produce fuzzy values rather than Boolean ones 
[ 16 ] . It is only at the last stage of processing that a threshold would be applied 

to convert all indexes above some threshold to i, all those below to O. The difference 
between narrow and broad indexing is then a difference between a large threshold,perhaps 
somewhere around .75 or .8, and a small one, perhaps .1. 
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Having noted the effect that indexing philosophy can have on the index values 
assigned, it remains to be seen what effect this then has on the comparison between 
Boolean and fuzzy recall-llke measures. If the Boolean indexing is narrow, one would 
expect that relatively few documents would be retrieved; that is, the set RT would be 
small. By converting to a fuzzy indexing function, the numerator in recall would 
increase. This would be true because presumably those documents with Boolean index 
of i would have fuzzy indexes near i; the decrease in the summation would be more than 
offset by the addition of terms with smaller fuzzy index values. On the other hand, 
if the Boolean indexing were broad, so that the conversion to fuzzy indexes led essen- 
tially to a decrease in the positive index values, then the numerator in recall could 
be expected to decrease. If the relevance function were Boolean, then one would see 
recall values increase in changing from narrow Boolean indexing to fuzzy indexing, and 
decrease in changing from broad Boolean indexing to fuzzy indexing. 

To illustrate the above remarks, consider the case of five documents indexed by 
a single term t, with fuzzy MF's as defined below: 

doc dl d2 d3 d4 d5 
MF 1.0 .75 .5 .2~ 0 

Had these documents been indexed by a narrow Boolean MF, the values would probably have 
been 

doc dl d2 d3 d4 d5 
MF i i 0 0 0 

Had the Boolean indexing been broad, however, the values would have been 

doc dl d2 d3 d4 d5 
MF i i i i 0 

The difference, then, in the numerical interpretation of "about" varies from 2.0 total 
in the narrow case to 2.5 in the fuzzy case (the decrease from i to .75 from document 
d2 is more than offset by adding in the new non-zero values) to 4.0 in the broad case 
(in which several l's become smaller positive values). The disparate sizes of numbers 
imply that substantial problems could arise in attempting to directly compare numerical 
performance measures. 

One further complication can arise in trying to compare recall and precision 
measures if the generalized system is similar to those proposed by the authors [4, 5] 
or by Bookstein [i], In this case, relevance weights or thresholds are assigned to 
each term in the query hy the user, and the final RSV is a function of the fuzzy index 
values, the weights or thresholds, and the method for processing the "Boolean" query. 
The problem arises in that it will no longer be possible to interpret the RSV as an 
absolute fuzzy MF. The RSV's will express appropriate relative membership to other 
RSV's computed by the same system, but the actual numerical values will not be com- 
parable on an absolute scale to other fuzzy MFIs. 

This last complication may lead to a substantial rethinking of the use of recall- 
like measures in performance evaluation of generalized retrieval systems. Indeed, 
such systems actually produce more information about documents by providing a ranked 
list of documents instead of simply a set of retrieved documents. If it is similarly 
possible to conveniently obtain the expertVs ranking r, then the performance evaluation 
should reflect the greater quantity of information to be evaluated. This would imply 
the use of rank-order measures comparing either the actual numerical values of rele- 
vance (if the RSV's can be used as absolute measures) or simply the relative rankings 
(if the RSV's are only relative measures). 

Salton [16] suggests a normalized recall measure 

Rnorm = i - ~r(d) - ~i 

n(N-n) 

and a normalized precision 

P = i - ~log r(d) - ~log i 
norm 

log N! 
(N-n)!n! 

where r(d) is the rank of document d based on e values in descending order. These 
assume a user searches until all documents in RT have been found and that all 
relevant documents are equal in value to the user. One could generate similar measures 
based on the ranks of the documents based on e versus r. However one does generate 
such measures, the key issue is the comparison of the two ranked lists. 
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5. CONCLUSIONS 

We have seen that the usual performance evaluation measures of recall, precision, 
fallout, and generality have analogues in retrieval environments in which decisions 
about "retrieval" and "relevance" are no longer Boolean. Although problems do exist 
in interpreting the numerical values which will be obtained from these measures and in 
comparing those values to those obtained from Boolean retrieval systems, the problems 
can be overcome by taking into account the nature of the indexing function. Finally, 
we have raised the question as to whether rank-order comparison measures might not be 
more appropriate for evaluating those systems whose natural output consists of rank 
orderings of documents. 
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