
5. E x a m p l e s  

A n u m b e r  of examples  were p r o g r a m m e d  on the  C D C  
1604 a t  t he  Un ive r s i t y  of Wiscons in  and  the  two descr ibed 
below are  typ ica l .  De ta i l ed  aspec ts  of the  p r o g r a m m i n g  are  
given in [18]. 

Example  I.  Let  region R be the  qua r t e r  circle bounde d  
b y  x 2 A- y2 = 1, x = 0 and  y = 0. Cons ider  p rob lem Dx 
wi th  k = - -5 ,  ~ = x + y6. M e t h o d  Di  was app l ied  wi th  
a = .03, (Y, 9)  = (0, .03),  h '  = .025, h" = .01. The  resul t -  
ing set of 2947 l inear  a lgebra ic  equa t ions  was solved b y  
over - re laxa t ion  [17]. The  runn ing  t ime  was 9 minutes .  
Selected,  b u t  typ ica l ,  resul ts  a re  recorded under  u* in 
Tab le  I. 

Example  I I .  Let  R be a r ec t angu la r  region whose 
b o u n d a r y  has consecut ive  ver t ices  A (0,0) ,  B ( 1,0 ), C ( 1,2 ) 
and  D(0 ,2 ) .  Cons ider  p rob l em D2 wi th  k = 1, 6 = 
- - 2 x  2 -4- y2. M e t h o d  D2 was app l ied  with  ~ = .02, (y, ~) = 
(0, .02),  h '  = .02, h" = .04. The  resul t ing  set of 2401 
l inear  a lgebra ic  equa t ions  was solved b y  over- re laxat ion .  
The  runn ing  t ime  was 10 minutes .  Selected,  bu t  typ ica l ,  
resul ts  are  recorded under  u* in Tab le  H.  

I t  should  also be no ted  t h a t  M e t h o d s  Di  and  D2 y ie lded  
good app rox ima t ions  to cer ta in  p rob lems  in which  u ~  
became infinite as y app roached  zero. 
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Generation of Test Matrices by 
Similarity Transformations 

JAMES h~. ORTEGA* 
Bellcomm, Inc., Washington, D. C. 

A method for obtaining test matrices with a prescribed distri- 
bution of characteristic roots is given. The process consists of 
using particularly simple similarity transformations to generate 
full matrices from canonical forms. The matrices generated also 
have known characteristic vectors, inverses and determinants. 

There  are  several  wel l -known me thods  for genera t ing  
mat r ices  whose charac te r i s t i c  roots  and  vec tors  are  known  
(see, e.g. [1-5]).  I f  one wishes a ma t r i x  w i th  a prescr ibed  
d i s t r ibu t ion  of charac te r i s t ic  roots,  however ,  i t  is n a t u r a l  
to  resor t  to the  s imi la r i ty  t r ans fo rma t ion  A = C R C  -1 

where  the  charac te r i s t ic  roots  of R are  known.  The  purpose  
of th is  no te  is to  descr ibe  a s imple  w a y  of genera t ing  
mat r ices  b y  this  t r ans fo rma t ion  t h a t  does no t  seem to be 
as  well known  as i t  should be. A l though  the  emphas i s  
here  is on mat r ices  wi th  known  charac te r i s t ic  roots,  i t  
should be men t ioned  t h a t  since A -1 = CR-1C -~ one can 
easi ly  cons t ruc t  the  inverses  of these  mat r ices  also. 

Le t  C = I-4-uv* where  u and  v are  n X 1  and  * denotes  
con juga te  t r a n s p o s e )  0 n l y  the  fact  t h a t  C -1 = I - -  
(1A-v*u)-~uv * is needed,  b u t  i t  is also easi ly  verif ied t h a t  
a n y  vec to r  o r thogona l  to v is a charac te r i s t i c  vec to r  of 
C cor responding  to t he  roo t  1 and  u is a charac te r i s t i c  

• Present address: Computer Science Ctr., Univ. of Maryland, 
College Park, Md. 

i I t  should be noted that the matrices discussed recently by Pei, 
LaSor, Rodman and Newberry in the Pracniques section of the 
Communications of the ACM are of the form ,y(I+uu*), ,y a sca- 
lar. For a discussion of these and a more general class of matrices 
see [2]. 
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vector  corresponding to 1-Fv*u. I f  v*u = O, C has a non- 
diagonal canonical form and v is a principal vector,  i.e., 
( C - [ ) ~ v  = 0. Because of the  characterist ic root  of mul- 
t iplicity n - 1 ,  these matr ices themselves have limited use 
as test  matr ices for characterist ic value problems a l though 
they  are quite useful as test  matr ices for inversion pro- 
grams. 

Wi th  a = ( l + v * u )  -1, the similarity t ransformat ion  
then becomes 

A = ( I + u v * ) R ( I - a u v * )  

= R + u v * R - -  aRuv*- -  a (v*Ru)uv* ,  

which can be carried out  with 0 (n ~) operations. For  test ing 
accuracy  of programs,  however,  it is imperat ive t h a t  A 
be generated exactly and we now consider some special 
choices of u, v and R tha t  facilitate the  computa t ion .  For  
simplicity we consider only real u, v and R and thus  gem 
crate only real matr ices A. The  examples are mean t  only 
to be illustrative and there is obviously a great  flexibility 
available in choosing u and v. 

S y m m e t r i c  M a t r i c e s  

Let  ~ v~ 2 = 1, u = - - 2 v a n d R  = D = diag(d~, •. • , dR). 
Then  I - 2 v v  ~ is or thogonal  and  

A = ( I - - 2 v v ~ ) D ( I - - 2 v v  r) 

= D - -  2vv~'D-- 2Dvvr+4  (v~'Dv)vv r 

is symmetr ic  with characterist ic roots d i ,  . . . ,  d ,  and 
characterist ic  vectors  which are the  columns of I - -2vv  v. 
I n  particular,  if v T = (n -i ,  • . .  , n - i )  then 

A = n - l (nd~¢- -2d~- -2d¢+2r ) ,  

where r = 2 n - ~  d~ and ~¢ is the  Kronecker  symbol .  
Note  t h a t  because of the  divisions by  n a little care is 
required to generate this matr ix exactly. 

N o n s y m m e t r i c  M a t r i c e s  w i t h  R e a l  R o o t s  

Again choose R = D = diag(d~, . . . ,  d~). There  is 
considerable f reedom in choosing u and v a l though the  
restriction u% = 0 affords some simplification. For  ex- 
ample, if n = 2k, u r = c ( 1 , 1 , . . . , 1 ) ,  v r = ( 1 , . . . , 1 ,  
- - l ,  , - - 1 )  and ~ r . . . .  v Du,  then  

A = D+uvrD- -Duvr - - (~uv~  = (a~j), 

where 

a~j = I d i ~ j - c ( d i - d j + ° ) '  

[ di~ij-~-c( di--dj-{-(r ), 

l__<j~k, 

,~+ l=<j~n.  

This matr ix  has real roots  d~ , . . . , d .  and characterist ic  
vectors  which are the columns of I-4-uv r. I t  is easy to 
generate exact ly since only addit ions of the  di and mul- 

tiplications by  c are involved;  if c = 1, only addit ions are 
involved. The  pa ramete r  c allows some control  over the  
"condi t ion"  of the problem since the  condit ion number  of 
the  ruth root, defined as the Eucl idean length of the  mth  
row of ( I + u v r )  -~ t imes the  length of the  m t h  column of 
( I + u v T ) ,  is [1+c4n%-f-2c2(n--2)] ~. 

Another  choice of u and v tha t  mainta ins  the  relation 
uTv = 0 bu t  gives vary ing  condit ion numbers  for the  
roots is u r = (1,2,. . . , t~,  1 ,2 , . - - ,k )  and v r = (1,2, . . - , lc ,  
- 1 , - 2 , . - - , - k ) .  The  corresponding matrLx is easily con- 
s t ru t t ed  and it suffices to remark  t h a t  the condit ion 
number  of the mth and (m+k) - th  roots is ½{ [3+m21c(/c+ 1) .  
( 2 k +  1 ) ] 2  36m 4}~. 

Real  M a t r i c e s  w i t h  C o m p l e x  R o o t s  

Let  R = d iag(Rx , . . .Rp)  be a block-diagonal  matr ix  
where the  R,  have  known characterist ic  roots  and vectors.  
For  example, the Ri  m a y  be 1X1  and  2)<2 a l though  we 
do no t  preclude the  use of larger blocks. Par t i t ion  u r = 
( u l T , . . .  ,uv r) and v r = (Vl r, . - .  ,%r) to  correspond to  

the  Ri  and assume t h a t  v~u = 0. Then  if Bij = u~vjrRj, 
C~s = R ~ u x 7  and ~ = uTRv, A can be wri t ten in part i-  
t ioned form as 

If, for example, the elements of u and v are - -1,  0 and 1, 
then  the elements of A are just  sums and differences of 
the  elements of R and  thus  are easily generated.  The  
characterist ic  and principal vectors  of A are the  columns of 

UlV~ Q1 • • • ulv Qv 
z +  : 

"T 
Lup l Q," 

where Ri = QiJ~Qi -1 and J i  is the Jo rdan  form of R i .  
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