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A b s t r a c t  

Load sharing in a distributed system is the process of transparently sharing workload among the nodes in the 
system to achieve improved performance. In non-migratory load sharing, jobs may not be transferred once they have 
commenced execution. In load sharing with migration, on the other hand, jobs in execution may be interrupted, 
moved to other nodes, and then resumed. 

In this paper we examine the performance benefits offered by migratory load sharing beyond those offered by 
non-migratory load sharing. We show that while migratory load sharing can offer modest performance benefits under 
some fairly extreme conditions, there are no conditions under which migration yields major performance benefits. 
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1. I n t r o d u c t i o n  

A distributed computer system consists of a collection of 
individual systems (nodes) that share resources. Distributed systems 
utilizing load sharing attempt to share processing power, and thus to 
improve system performance, by transparently transferring work 
between nodes. 

In adaptive load sharing, transfer decisions are based on the 
current system state, rather than just on information about the 
average behavior of the system. Previous studies have shown that 
adaptive load sharing has the potential to greatly improve system 
performance over that obtained with no load sharing or with non- 
adaptive load sharing, and that much of this potential can be realized 
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with quite simple policies [Livny & Melman 1982; Eager, Lazowska 
& Zahorjan 1986a]. This potential has prompted a number of  studies 
of  specific load sharing policies [Bryant & Finkel 1981; Barak & 
Shiloh 1985; Krueger & Finkel 1984; Wang & Morris 1985; Eager, 
Lazowska & Zahorjan 1986b; Hsu & Liu 1986; Lee & Towsley 
1986; Leland & Ott 1986], as well as the implementation of  various 
mechanisms to support load sharing [Hwang et al. 1982; Powell & 
Miller 1983; Barak & Litman 1984; Theimer, Lantz & Cheriton 
1985; Bershad 1985; Hagmann 1986; Litzkow 1987; Nichols 1987]. 

Adaptive load sharing policies may be broadly classified into two 
categories depending on whether they perform migration or instead 
rely solely on initial placement. A load sharing policy relying solely 
on initial placement may only transfer a job from one node to 
another when that job first originates, i.e., prior to its entry into the 
multiprogramming mix at some node. If a load sharing policy 
utilizes migration, a job in execution may be interrupted, moved to 
another node, and then resumed. 

Since from a systems point of view it can be difficult to provide 
migration of active processes - especially efficient migration - and 
since most existing systems do not do so, a natural and fundamental 
question is whether migration can offer significant performance 
benefits beyond those available through non-migratory load sharing 
policies, or whether initial placement alone is sufficient. It is easy to 
convince oneself that migration should provide some (perhaps 
major) performance improvement. Since in most systems the service 
demands of  jobs are not known a priori, with initial placement jobs 
are assigned to nodes in ignorance of  these demands. An initial 
distribution of  jobs across nodes that appears balanced will therefore 
become imbalanced as shorter jobs complete and leave behind an 
uneven distribution of longer jobs. Migration allows such 
imbalances to be corrected. 

Most past studies that have explicitly considered migration do not 
attempt to quantify its potential for improving performance, but 
simply assume that this potential is significant. A notable exception 
is the work of Leland and Ott [1986], who show, using trace-driven 
simulation, that migration can improve performance for the large 
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jobs that occur in their traces (the hogs, in their colorful 
terminology). Their results indicate an improvement of less than 
25% for these jobs, however, and they indicate no significant 
potential for improving the average performance over all jobs. 
Some analytical support for this negative result is provided by 
Kruskal and Weiss [1985], but their models do not allow high 
variability in service demands, a situation in which one would expect 
the benefits of migration to be relatively significant. 

In this paper we attempt to identify the potential performance 
benefits of migration through the application of simple analytic and 
simulation models. (Note that we focus here only on the use of 
migration as a tool for improving system performance. In practice, 
there might be other motivations for implementing migration.) We 
conclude that: 

• There are likely no conditions under which migration could yield 
major performance improvements beyond those offered by non- 
migratory load sharing, particularly when viewed relative to the 
advantages of non-migratory load sharing over no loadsharing. 

• Under some fairly extreme conditions, migration can offer 
modest additional performance improvements. These extreme 
conditions are characterized by high variability in both job 
service demands and the workload generation process. 

• The benefits of migration are not limited by its cost, but rather by 
the inherent effectiveness of non-migratory load sharing. 
Whenever migration does offer significant potential benefits, the 
migration cost would likely be dwarfed by the (very large) service 
demands of the jobs that can be fruitfully migrated. 

• Different job service demand distributions that match with 
respect to both mean and variance may yield quite different 
results concerning the benefits of migration, thus caution is 
needed when developing workload models for use in migration 
studies. 

In Section 2 of this paper we study migration through the use of a 
simple "no arrivals" model that allows analytical solutions for most 
of the quantities of interest. Those issues that cannot be effectively 
studied using this model are treated in Section 3 using a more 
conventional open queueing model that is solved using simulation. 
Section 4 concludes the paper. 

2. A "No  Arrivals"  Model  and its Application 

In Section 2.1 we describe the basic "no arrivals" model and its 
analysis. Section 2.2 describes the results that we obtain through the 
use of this model. Variations on the basic model are considered in 
Section 2.3: the effect of the cost of job migration (assumed to be 
zero in the basic model), and the impact of assumptions made in the 
basic model regarding the form of the job service demand 
distribution. 

2.1. The Basic "No Arrivals" Model 
The motivation for the "no arrivals" model is our desire to 

determine the maximum possible performance benefits of migration. 
To understand how this model helps to achieve this goal, consider 
again the motivation for migration. A distribution of jobs across 
nodes that was balanced through initial placement will become 
imbalanced as shorter jobs complete and leave behind an uneven 
distribution of longer jobs. Migration can be used to rebalance the 
system by redistributing these longer jobs. Note, however, that some 
rehalancing is possible using initial placement alone: if there is a 
steady stream of new job arrivals, then these can be placed at the 
nodes that have become underloaded. 

Based on the above considerations, we expect migration to offer 
the greatest performance benefits over non-migratory policies when 
(1) there is high variability in job service demands (implying that 
imbalancing will occur in the manner described above), and (2) the 
arrival process is characterized by "bursts" of job arrivals followed 
by long periods in which there are no job arrivals, thus preventing a 
load sharing policy based only on initial placement from performing 
any rebalancing. The second condition suggests considering a 

system with an extreme arrival process in which some number of 
jobs (a "bulk") arrives simultaneously, and then no new arrivals 
occur until all of these jobs have been completed. The "no arrivals 
model" we consider in this section allows us to study the 
performance of such a system by modelling the servicing of the jobs 
in a single bulk. 

Since we wish to explore the potential benefits of migration, 
rather than the benefits afforded by any particular migration policy, 
we compare perfect non-migratory load sharing to perfect load 
sharing with migration. (In practice, the latter would be much harder 
to achieve than the former, so as desired we are giving the "benefit 
of the doubt" to migration.) Perfect non-migratory load sharing is 
modelled by supposing that the jobs in the bulk are (initially) evenly 
distributed among the nodes and that each node services its jobs in 
isolation (i.e., no movement of jobs from node to node occurs). 
(Note that this non-migratory load sharing is "perfect" only in a 
very restricted sense. "Truly perfect" non-migratory load sharing 
would use information about the expected service demands of 
resident jobs (perhaps based on accumulated service or on the 
" type"  of job) rather than just queue length information. The 
"perfect" non-migratory load sharing that we use here can in fact 
make bad initial placement decisions, since it does not distinguish 
between big and small jobs.) Perfect load sharing with migration is 
modelled by supposing that, again, the jobs are initially evenly 
distributed, but also that migrations are performed to ensure that no 
node is allowed to become idle while two or more jobs remain at 
some other node. We assume that job migration can be performed at 
zero cost; in Section 2.3 we study the effect of the perhaps 
substantial cost that it would incur in reality. 

Each node is represented in our model by a single-server 
queueing center at which jobs are scheduled using (for example) 
either Processor Sharing or generalized FB scheduling [Kleinrock 
1976b]. In this context these scheduling disciplines give identical 
results. Note, however, that somewhat different results might be 
obtained if an (unrealistic) discipline was used in which "small" 
jobs are penalized to a much greater extent by the presence of 
"large" jobs. 

Variability in job service demands is characterized in our model 
by the squared coefficient of variation of the service demand 
distribution, which we denote by CV 2. There are many distributions 
that match a specified mean and CV 2. We choose here a two-stage 
hyperexponential distribution (HE-2) consisting of two parallel 
exponential stages that are selected with probabilities 1-p and p 
respectively [Kleinrock 1976b]. The mean service demand of the 
first stage is set to zero. The mean service demand of the second 

I+CV: 
stage, S, is set to ~- . where CV 2 is the squared coefficient of 

variation that is to be achieved. The selection probability for the 
second stage, p,  is fixed at 1/S yielding a mean service demand of 
o n e .  

Our selection of zero as the service demand of the first stage 
requires some explanation (there are alternative choices that would 
still allow matching of any desired mean and CV2). The first stage 
represents "small jobs", while the other stage (with mean service 
demand S) represents "large jobs". Intuitively, the faster the small 
jobs exit the system and imbalancing occurs, the larger will be the 
benefits of migration; thus, by choosing the service demands of the 
small jobs to be zero, we consider a context in which the potential 
benefits of migration should be maximized. The effect of the form 
of the service demand distribution is considered in more detail in 
Section 2.3. 

The parameters that must then be specified in our model include 
the number of nodes in the system (denoted by M), the number of 
jobs initially allocated to each node (denoted by N; it is assumed 
here that the bulk size is divisible by M so that a perfectly even 
distribution is possible) and the squared coefficient of variation of 
job service demands. The mean job service demand is fixed at one. 
We wish to determine the impact of migration on both the average 
job residence time, and the average maximum job residence time (the 
time required to complete all the jobs in the bulk). The former 
measure allows us to determine the degree to which migration can 
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potentially improve average performance; the latter measure 
provides insight into the potential improvement in the response times 
of the large jobs that get completed last. 

2.2. Analysis of  the Model 

Consider first the analysis of  the model for the average job 
residence time in the two cases of  migratory and non-migratory load 
sharing. Note that average job residence time is given by the total 
average residence time (summed over all jobs) divided by the 
number of  jobs, and that the residence times of  the small jobs are 
zero. We state our results in terms of N, M, and p (note that 

2 P = 1--~+-~' and that Np gives the average number of large jobs per 

node). 
For non-migratory load sharing, since all nodes initially have the 

same number N of  jobs, the average job residence time over the 
system as a whole is identical to that at a single node, yielding 

N N '~ 
S 2 (  k)P~(1-p )~-k]~j 

non.-migmtory - -  k=O j = l  
R**, r- N 

(The innermost sum reflects the fact that the j - th  job to complete 
service (among k jobs with non-zero service times) has an average 
residence time equal to S (the average service time of  jobs with 
non-zero service times) multiplied by j . )  Recognizing that the 

innermost sum is identical to (k_~)_._____~k" and utilizing the facts that 
~v N N N 
~(k)pk(1-p)N-kk=Np and ~(k)Pk(1-p)N-kk2=Np(1-p)+(Np) 2 
k=O k=O 

results in 

R,Un-.agnno~ = S (Np(I-P )+(NI~ )2+Np ) 
2N 

Finally, noting that S = I/p and simplifying yields 

~on-~ag~o ,~  _ N-1 
Rave - 1 +p'  2 (1) 

For load sharing with migration we have 
MN MN k--M i 

s + 

Ra~, - MN 

(The term k + ~ - -  reflects the fact that the total of  the average job 
i=1  M 

residence times is given by the total of  the average service times (S 
multiplied by k~ ~lus the total of  the average queueing delays (S 

- i . . multiplied by ~ - - ) .  The expression for queuemg delays is 
i=1  M 

perhaps most easily understood by considering the case of  FCFS 
scheduling (which, once the jobs with zero service times have 
completed, yields average job residence times identical to those of  
Processor Sharing or generalized FB).) Recognizing that the 

innermost sum is identical to (k-M)(k-M+l) for k>_M and utilizing 
M N  • • 2 1 ~ N  , • 

the facts that E (~V)pk(l-p ) MN-k = 1, 2 (~V)pk(1--p )MN-kk = MNp , 
k=O k---O 

MN MN 
and ~ (  k )Pk(1--p )MN-kk2 = MNp (1-P )+(MNp )2 [esults in 

MNp (1-p)+(MNp )2 Ra~,mis'nt°~'-- "-~S x M(M-1) +(1-(2M-1))MNP 2M 2M 

-M~=~(MkN)pk(1-p)MN~(k-M)~M-M+I) ] 

Noting that S = lip and simplifying yields 

1 _  p 1 

R~, - "2- + + M 

1 M - I  i , t ~ r  . ,r .  E ( ' ~ ' ) f f l - p )  ut~-k (~-M)(~-M+I) 
m~vp ~=o 2M 

Consider next the analysis of  the model for the average maximum 
residence time. For load sharing with migration, noting that the 

k 1 
maximum of  k exponentials of  mean one has mean value 2- : - ,  we 

I=1 l 

have 

Rma, =S 2 (  P ~(1--P)M'V-k 2 
Lk--'0 I = I  ~ 

+ Z( )P~fl-plMN-k( + 7) 
k--=M 

which can be simplified to 

i M - 1  M l {:± Z 4J( ) R,na, = N + - -  - 
p =~ 1 k=o M t~+l t J 

For non-migratory load sharing an exact analysis is not possible. 
The values used in the next section were obtained through simulation 
by taking midpoints of  98% confidence intervals of  width (at most) 
plus or minus 4% (obtained using the method of  independent 
replications). 

2.3. Results 

Using the basic "no arrivals" model just described, one can 
assess the value of  migration by the percentage improvements in 
average residence times and (average) maximum residence times that 
load sharing with migration yields in comparison to non-migratory 
load sharing. These percentage improvements are shown in Figures 
1 and 2 in the form of  contour diagrams. Each figure contains one 
contour diagram for 3, 10, 30, and 100 node systems. The x and y 
axes of  each contour diagram give the squared coefficient of  
variation of  job service demands and the number of  jobs initially 
present at each node, respectively. Each contour line joins together 
points o f  equal percentage improvement; we have chosen here to 
draw contour lines at 5% spacings. 

Note that only CV z values of  greater than or equal to one can be 
attained by the HE-2 distribution used in our model; thus, the 
effective range on the x axis of  each contour diagram starts from 
one. An upper limit of  30 for CV 2 has been used in the contour 
diagrams for average residence times. This limit was reduced to 15 
in the contour diagrams for maximum residence times because of  the 
need to use simulation in generating these diagrams, and the 
extremely long run lengths high CV 2 values imply. Even with this 
reduced range, and long run lengths, statistical fluctuations still cause 
some raggedness in the contour lines, particularly in those areas 
when the percentage improvement is changing very slowly. 

All of  the contour diagrams display a similar structure, in which 
for increasing CV 2 and fixed N, as well as for increasing N and fixed 
CV 2, the percentage improvement initially increases, attains a 
maximum, and then starts to decrease. The contour diagrams for 
maximum residence time differ somewhat from those for average 
residence time in that the decrease observed with increasing N and 
fixed CV 2 (beyond the point at which the percentage improvement in 
maximized) is much more gradual. 

This common structure can be explained as follows. First, 
consider a fixed N. For CV 2 close to one, almost all jobs are large 
jobs, and thus the system is still almost perfectly balanced after the 
small jobs complete. As CV 2 increases, so does the proportion of  
jobs that are small. (This is  true regardless of  the form of  the 
distribution that is employed, assuming that a fixed mean is 
maintained.) Therefore, as CV 2 increases, so does the imbalance in 
the system that results from the completion of  the small jobs, and 
thus so does the benefit o f  migration. However, for sufficiently large 
CV 2 it becomes unlikely that a single node would have more than 
one large job, and the benefits of  migration again become small. 

Now, consider a fixed CV 2. For small N, it would be unlikely 
that a single node would have more than one large job; thus, little 
imbalancing occurs and migration provides little benefit. As N 
increases, the likelihood of  imbalancing increases, and thus so does 
the benefit of  migration. Note, however, that migration only 
influences "end-effects"  - it provides benefits only after at least one 
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Figure 1 (a)-(d).  Contours  of  Percentage Improvement  in Average Residence Time for Migratory  
Load Shar ing Over Non-Mi~ 'a tory  Load Shar ing (3, 10, 30, and  100 nodes). 

node's queue has emptied. Thus, for sufficiently large N the benefits 
of  migration again become small, since the number of jobs that are 
affected by these end-effects, although larger in an absolute sense, 
becomes an insignificant portion of  the total. 

Figures 1 and 2 allow us to make lahe following observations 
regarding the pote.ntial benefits of  migration as indicated by our 
model: 
• The potential berne.s  of  migration with respect to average and 

maximum r e s i d ~  times are sai, prisingly similar. (One would 
perhaps have expected migration to= offer nmeh greawr 
improvements in raaximum residence times.) 

• ~ poteatial ~ of  migmtioa seem bounded by relatively 
small values (r~o percentage improvement over 40% was 

encountered). The causes for these limits are partially exposed 
through the common structure of  the contour graphs (in 
particular, the indicated behavior as CV z is fixed and N is varied) 
- migration influences only "end-effects"  that occur when at 
least one node has emptied its queue, yet such end-effects tend to 
be the most pronounced (affect the largest n u m b e r  of  jobs) 
precisely when they have the least effect (affect the smallest 
p r a t ~ r t i o n  of  jobs). 
}dthough the max/mum potential benefit of  migration is an 
increasing function of  CV 2, it increases only gradually beyond a 
C V  2 of  around 5. (For example, from Figure 1 the maximum 
percentage improvement in average response time with 30 nodes 
and a C V  2 of  5 is not much less than that with 30 nodes and a C V  2 
of  35.) This observation provides a different way to view the 
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limited potential benefit of  migration: workload variability 
increases this potential benefit, but in a way that i~ strongly 
subject to the law of  diminishing returns. 

The second of  these observations can be strengthened somewtaat 
by bounding analytically the percentage improvement in average 
residence time provided by migration (within our model). It is 
straightforward to show that this percentage improvement is an 
increasing function of  the number of  nodes M. Thus, coaaider 
equation (2) for M ~oo. The Laplace approximation to the binomial 
probability mass function [Trivedi 1982] is asymptotically exact in 
this case, and we have, therefore, for M--~oo 

l_ 2 1 

1 R~'~ 'Y  ~ -2 + + M 

-~k-~Nt,)" {k_M Xk_M + I ) 1 M-Z 1 2d*tNp(Z-p) 

1 
For Np >1, each term in the sum goes to zero f a i r  than -~- as M ---¢,,*. 

Since there are only M of  these terms, as M----~ their sum goes to 
zero as well. Thus, as M--.coo we have, forNp>l,  

R~'~e'~'~ ---> l (Np + --~p ) 
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Since, for fixed p ,  R~'~ '~ry for Np <1 can be no greater than R~, a'=~'~ 
for Np=l, the above expression shows that R,~  "~°'~ for Np<l can 
have a limit no greater than 1 as M ~ , .  But R~, s'~t°'~ must be at 
least 1. Thus, for Np<l,  R,,,"~ r"°~ must tend to 1 as M~**. This 
yields, for M--~** and all Np, 

2(max(Np,1) + 
1 Ran~ramrY 

max(Np ,l) ) (4) 

Therefore, the percentage improvement in average residence time 
tends to (using equation (1)) 

N-1  1 + 1 
1 +p---~ - ~-(max(Np,1) max(Np,1--------~) 

N-I 
l+p. 2 

It is straightforward to show that, for fixed p, this expression is 
maximized by the following (in general non-integral) value of N 

N =  1 +  5~'~'~+P+ff2 (5)  
2p-p  2 

Noting that the percentage improvement in average residence time 
given above is maximized as p --->0, this last expression allows us to 
obtain the value of Np that maximizes this percentage improvement 

12~ --~ and allows us to conclude that the percentage (equal to - - ) ,  

3-4~ 
improvement in average residence time is bounded above by T '  a 

quantity somewhat less than 40% (and in good agreement with the 
results shown in Figure 1). 

2.4. Variat ions on the Basle Model 

The basic ' 'no arrivals" model relied on a number of  assumptions 
regarding the cost of  job migration and the form of  the job service 
demand distribution. In this section we consider the influence of  
these factors and the consequences of  making alternative 
assumptions about them. 

2.4.1. The Effect of  Job Migrat ion Cost 

The cost of  job migration is assumed to be zero in the basic 
model. In practice, however, this cost could be substantial. Here we 
consider incorporating this cost in our model. To achieve analytical 
tractability, we account only for the cost of those migrations that 
would be required to rebalance the system when the small jobs 
depart (and the initial system balance is destroyed). We do not 
account for any job migrations performed to correct imbalances 
resulting from variability in the service times of  the large jobs. For 
example, the total migration cost that we will obtain for a CV 2 of  
one, for which there are no small jobs, is zero. However, we expect 
this approach to be increasingly accurate as CV 2 is increased, and, in 
any case, it illustrates well the effect of  job migration costs on the 
primary justification for migration - the desire to perform system 
rebalancing. 

The cost of  performing a job migration is reflected as a processor 
cost C at the source node. (Other assumptions, such as an identical 
cost at both source and destination nodes, are possible but do not 
change the nature of the results.) Assuming that migrations are 
performed immediately after the small jobs (instantaneously) 
complete, and that the number of nodes M in the system is very 
large, the probability that a given node must perform j migrations 
(j_>l) is given by (N)pk(1-p)N"t where k= [Np]+j. (Note that in the 

balanced state resulting after migrations are performed, all but a 
vanishingly small proportion of  nodes will have either INp] or [Np] 
large jobs.) The average (over all MN jobs) additional delay 
experienced due to job migrations (including the queueing time 
caused by other jobs being migrated) is then given by 

N N ~ k- Ovt, l 
C E (k)P~(1--P)N-k~, ( k - ( j - 1 ) )  (6) 

k= rNpl+1 / : i  

The contour diagram in Figure 3 shows contours (at 10% 
spacings) of  equal percentage improvement in average residence 
time, for large M (see expression (4)), when the delay cost of  job 

migration given by expression (6) has been included in the residence 
time for load sharing with migration. For each value ofCV 2 (x axis), 
the value of N used is the one that maximizes the benefit of 
migration (see equation (5)). On the y axis is given the processor 
cost C of  a single job migration. (The peculiar structure that occurs 
at a CV 2 of  one is due to the fact that no initial rebalancing, and thus 
no migrations whose cost we account for, can occur here.) 

CO nLstS"(- v6 Cent wLth tronsfar cost8 
0-15 by 0.S, CV z- 1-30 6~ 0.25 

5 

, , J , i 

0 . 0  5.0 10.0 15.0 20.0 25.0 30.0 
squared coefficient of variation of job service demands, CV 2 

Figure 3. Contours  of  Percentage Improvement  in 
Average Residence Time When Transfer  Cost is Included.  

The major observation regarding this figure is the limited 
influence of  the job migration cost on the performance benefits of  
migration. Noting that the average job service demand is fixed at 
one, observe the scale on the y axis. For that range of  CV 2 in which 
migration offers its greatest benefits (e.g., around a CV 2 of  10), the 
job migration cost must significantly exceed the average job service 
demand in order to significantly limit the performance benefits of  
migration. Intuitively, this can be explained by the fact that only 
large jobs are migrated, and that the job migration cost can therefore 
be substantial and yet still be minor compared to the service 
demands of the migrating jobs (and thus of  limited effect). Note that 
the 0% benefit line falls almost exactly where the processor cost C of  
a job migration equals 50% of  the average service demand of  the 
large jobs that may be migrated (as given by S, which equals 
I+CV" . -~ ~. 

In conclusion, it seems reasonable (perhaps surprisingly) to assess 
the potential benefits of  migration using a model that neglects job 
migration cost, although this requires some faith in the ability of  real 
policies to in fact identify the large jobs that are the good candidates 
for migration. We now consider the impact of  other assumptions 
made in the basic "no  arrivals" model; specifically, those regarding 
the form of  the job service demand distribution. 

2.4.2. The Effect of the Job Service Demand Distribution: 
Exponential  Stages 

Recall that the job service demand distribution that we use in our 
basic model is an HE-2 distribution with one of  the two parallel, 
exponential stages having zero mean service demand. There are two 
questions we consider regarding the form of this distribution. First, 
what is the impact of  allowing no "intermediate-sized" jobs? (With 
this distribution, either jobs have service demand zero, or have a 
demand chosen from an exponential distribution with a large mean.) 
Second, what is the impact of  the exponential distribution used for 
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each stage? (In particular, does the long tail of  the exponential 
distribution greatly influence our results?) 

We consider the latter of  these questions first, through a discrete 
service demand distribution in which jobs have either a demand of  
zero or a fixed demand S. As usual, we fix the mean demand at one; 
hence, the probability that a job has demand S (denoted by p )  is 

1 given by ~ .  S is fixed so as to yield a given CV 2 using the equation 

S = CV2+I. 
It is not clear what scheduling strategy is most appropriately 

assumed, given the above job service demand distribution. Again, 
Processor Sharing and generalized FB scheduling yield the same 
results. However, these disciplines must schedule (after the small 
jobs depart) a collection of  identical jobs, a context for which they 
(unnaturally) assume the worst possible scheduling strategy. An 
alternative that perhaps yields more realistic performance is First- 
Come-First-Served (FCFS) with preemptive priority given to the 
small jobs. This is the discipline that we assume here. (Note that for 
the job service demand distribution used in the basic model, this 
discipline would yield the same results as those that we derived for 
this model; i.e., identical results as with Processor Sharing or 
generalized FB.) Finally, we assume, in the case of  load sharing with 
migration, that rebalancing is performed immediately after the 
(instantaneous) departure of  the small jobs. 

With these assumptions, it is straightforward to show that 
N N t~ 

S~(k)Pk(1-p )t~'4~_.j 
R~,~,~isr.to~= k=o j=l 

N 

and 

S ~ (  )pk(1--p)MN4 ~-d J + ( k - M  )(1+ ) 
j=l 

migratory _ Ray e NM 
The same maximum residence times are obtained for any work 
conserving scheduling discipline, and can be derived as 

R~m~Sr~t°ry=S2kk=o l U =°2(N)pj(1-p)'v-k" J - ~ ~(j)py(I-p)N-k 

and 

~gratory k ealv~ 
R~ =S~( k )P O-P) 

k=O 

Figures 4 and 5 display contour diagrams for the percentage 
improvements in average residence time and maximum residence 
time, respectively, for a 3 node system, using the alternative job 
service demand distribution described above. A comparison of the 
contour diagrams of  Figures 4 and 5 to those for the job service 
demand distribution used in the basic model, shown in Figure 1 (a) 
and Figure 2 (a), suggests that, in fact, the use of  the exponential 
distribution for each stage of  the HE-2 had little impact on our 
results. Somewhat lesser improvements are exhibited for average 
residence time in Figure 4 than in Figure 1 (a), while somewhat 
greater improvements are exhibited in Figure 5 for maximum 
residence time than in Figure 2 (a). However, the form of  the results 
is very similar. 

2.4.3. The Effect of the Job Service Demand Distribution: 
Absence o f " In t e rmed la t e -S i zed"  Jobs  

We now turn to the other question we identified regarding the 
form of  the job service demand distribution - what is the impact of 
allowing no "intermediate-sized" jobs? This issue is studied 
through a discrete job service demand distribution similar to that 
used in Section 2.4.2, but in which jobs may now have a demand 
identical to the mean service demand of  one, rather than just a 
demand of  zero or S. As before, the probability that a job has 
demand S is denoted by p.  The probability that a job has demand 
one is denoted by q. The additional parameters in the distribution 
allow a fixed choice of  S that will serve for all CV ~ values that will 
be considered; this value is chosen here to be 32, the smallest value 
that will allow all CV 2 values in the range 0 to 30 to be covered 
while still ensuring a non-zero probability of  a job service demand of  
one. To achieve a mean demand of  one and a given CV 2 requires 

CV 2 _ 1-q In our that q and p be chosen so that q = 1 - ~ and p - S " 

numerical experiments values of  N no greater than 30 were utilized, 
implying that the total service demand of  all intermediate-sized jobs 
at a node can never exceed the demand of  a single large job. The 
expression given below for R ~,x '~'aS'~°'~ depends on this fact. 

"2 

oi 

New ModeL; MERN ~M-3, A-CV+l ]  
N " 1-30 b 9 l ,  CV - 1-30 b 9 1 

il 
o.o s'.o l~.o ILo ~;.o 27.0 ~.o 

squared coefficient of variation of job service demands, C'¢ 2 

Now ModeL; MRX {M-3 ,  f l -OV+l )  
N - 1-30 bff 1, CV z -  0 . 2 5  - 30 b4 0 .25  

o.o ~'.o ,;.o l;.o ~;.o ~.o 3o.o 
squared coefficient of variation of job service demands, CV 2 

Figures 4 & 5. Contours of Percentage Improvement in Average and Maximum Residence Times for an 
Alternative Service Demand Distribution (cf. Figures I (a) and 2 (a), respectively). 
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Again, we assume FCFS with preemptive priority. In this case, 
the jobs with service demand zero have preemptive priority over all 
other jobs, while the jobs with service demand one have preemptive 
priority over the large jobs with service demand S. We require a 
somewhat more detailed assumption about how migration is 
performed; specifically, whether intermediate-sized jobs are 
migrated. We assume the most favorable possible scenario for 
migration, in which system balancing is performed both with respect 
to the intermediate-sized jobs, and with respect to the large jobs. 
Again, we assume that this balancing is performed immediately after 
the departure of the jobs with zero service times. With these 
assumptions, it is straightforward to show that 

~, ~_~(~)(lv~.rc)(1--p--q)N-k-JpkqJ +kj  + S 
k=O j=O J 

R ~'i~"=°~ = N 

and 
1 MN MN-k =n~r =~= . 

R~eratory = N M  ~-~ E (~v)("z~'-x)(1-e-q )/gN~-JPk q i x 
k=O j=O 

+MS E l + S(~-MI5 7 p0+ I ~  P 
t=t L ' " J  L ' " J  "] 

Identical maximum residence times are obtained for any work 
conserving scheduling discipline, and can be derived as 

N N-~ 
R~,~~mto'~= Z ~(~+J) x 

k=o j~o 

N k J N - k  1 tc.-ct-.i i ~(i)P,(l_p)N--i[ _ [[(k)p i~( i ) ( - p - q )  q + ~-IN " "~ ~'IM 

j-1 _ . . 

)p~ (NikXl-p-q)~'4" '  q' + 2(~)p~(l-p)  ~-~ 
• i ~  

and 

migratory= E E (~v)(m'v--'¢)(1--p--q)MN-k-iPkq i x R,,= 
k=O j--O J 

the subscript holds and zero otherwise. 

Figures 6 and 7 display contour diagrams for the percentage 
improvements in average residence time and maximum residence 
time, respectively, for a 3 node system. A comparison of the contour 
diagrams of Figures 6 and 7 to those for the job service demand 
distribution used in the basic model, shown in Figure 1 (a) and 
Figure 2 (a), suggests that, in fact, the presence or absence of 
intermediate-sized jobs /s an important workload characteristic. 
With such jobs present, the potential benefits of migration are 
reduced considerably. In addition, the form of our results changes in 
a significant manner - the performance benefits of migration no 
longer peak at relatively small CV ~ as in Figures 1 and 2. Intuitively, 
migration is less useful in this context since, for a given CV ~, there is 
a smaller proportion of large jobs (the jobs migration is most 
usefully applied to), and thus these jobs are less important in the 
sense of contributing to average and maximum residence times. 

3. A n  O p e n  Q u e u e i n g  M o d e l  a n d  i ts  A p p l i c a t i o n  

The "no arrivals" model described in the previous section 
yielded insight regarding the potential performance benefits of 
migration, and the dependence of these benefits on workload 
characteristics such as the coefficient of variation of job service 
demands. However, it provided litfle information about how the 
potential benefits of migration depend on the system's job arrival 
process. Also, while it did provide a comparison of migratory load 
sharing to non-migratory load sharing, it did not place this 
comparison in perspective by comparing the two approaches to load 
sharing to the case of no load sharing. 

The open queueing model utilized here allows us to address these 
issues. As before, each node is represented by a single-server 
queueing center, at which jobs are scheduled using (for example) 

Nou ModvL MEAN (M-31 
N - 1 -30  b 9 1, CV z -  1 - 3 0  b 9 1 

/ , 

i 
:a 

E 

New Model MAX [M-31 
- 1 -30  b4 1, CV I -  1 -30  bq I 

d" 

o o 
o .o  s'.o l~.o ,Lo z~.o 2Lo ~.o o.o d.o iLo 1~.o 2;.o ~,~.o ~o.o 

squared coefficient of  variation of job service demands, CV 2 squared coefficient of variaUon of job service demands, CV 2 

Figures 6 & 7. Contours of Percentage Improvement in Average and Maximum Residence Times with 
Intermediate-Sized Jobs (ef. Figures I (a) and 2 (a), respectively). 
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either Processor Sharing or generalized FB scheduling. The same 
job service demand distribution that was utilized in the basic "no 
arrivals" model is utilized here. Now, however, we assume an 
arrival process of jobs at each node, with some specified mean and 
squared coefficient of variation of interarrival times. The specific 
interarrival time distribution used is a two-stage hyperexponential 
distribution of the same form as that used for job service demands. 
This yields a bulk-type arrival process, thus providing optimistic 
estimates of the benefits of migration. 

Simulation was employed to obtain average residence time 
estimates for optimal, costless load sharing with migration and 
optimal, costless non-migratory load sharing. (More specifically, 
"optimal" assuming no knowledge of job service demands.) An 
optimal policy for load sharing with migration (with our job service 
demand distribution) is simply to instantaneously migrate a job to 
any node that becomes idle, if there are two or more jobs at some 
other node. An optimal policy for non-migratory load sharing is to 
route each new arrival to the node with the shortest queue (being 
careful not to discard the jobs with zero service times until all the 
jobs in a particular bulk of arrivals have been assigned to nodes). 
Since no costs are incorporated, our results will again tend to be 
optimistic for load sharing with migration. 

Performance results were obtained analytically for the situation in 
which no load sharing takes place. In this case, each node can be 
analyzed independently as a GI/GI/1 queue. Although difficult to 
analyze in general, the special forms of the arrival and service 
distributions that we use allow a simple closed form solution. Note 
first that it is sufficient to solve for the average residence time of the 
large jobs, since the small jobs have a known average residence time 
(zero). Also, the average residence time of the large jobs is identical 
to that in a system in which the workload consists of large jobs only 
(and the arrival rate of jobs has been correspondingly reduced). 
Thus, we need only solve a G/M/1 model with a reduced arrival rate. 
The simple form of the interarrival time distribution allows us to 
solve this model using standard transform methods [Kleinrock 
1976a], yielding, as the solution of our original queueing model 

noloadsharing -- CV2s + CV2a 
Rav e 

(1 + CV~)(1-p) 

where p denotes the mean service demand multiplied by the mean 
arrival rate, CV2~ denotes the squared coefficient of variation of the 
job service demand, and CV2a denotes the squared coefficient of 
variation of the job interarrival time. (Both coefficients of variation 
are constrained to be greater than or equal to one.) It may seem 
anomalous that average residence time is a decreasing function of 
CV~ for CV2a greater than one - but recall that the scheduling 
discipline we assume is one that benefits from increased variability 
in service demands. 

In Table 1 we show sample average residence time results for 
various values of CV2, and CV2s, for a system with 10 nodes, a 
mean service demand of one, and an arrival rate of .75. Observe that 
the percentage improvement in average residence time provided by 
load sharing with migration, in comparison to non-migratory load 
sharing, is monotonically increasing in CV2s, for a given CV2, 
(allowing for statistical fluctuations). Similarly, the percentage 
improvement is monotonically increasing in CV2o, for a given CV2,. 
However, note that these percentage improvements are, in general, 
quite small in comparison to the percentage improvement non- 
migratory load sharing offers in comparison to the absence of load 
sharing. Also, noting that high CV2s and CV2~ are required before 
significant improvements are observed, and recalling that a number 
of assumptions were made that are optimistic for migration (for 
example, regarding the forms of the interarrival time and service 
demand distributions), these results would seem to indicate that 
migration has little to offer as far as improving average system 
performance in practice. 

Load Sharing Non-Migratory No 
CV 2. CV2s with Migration Load Sharing Load Sharing 

1 1 1.12 1.24 4.00 

3 1 1.40 1.61 8.00 
3 3 1.25 1.48 6.00 
3 10 1.17 1.38 4.73 
3 30 1.16 1.36 4.26 
3 100 1.15 1.36 4.08 

10 1 2.66 2.99 22.00 
10 3 1.83 2.21 13.00 
10 10 1.36 1.80 7.27 
10 30 1.20 1.66 5.16 
10 100 1.13 1.63 4.36 

30 1 5.93 6.58 62.00 
30 3 3.61 4.09 33.00 
30 10 2.04 2.70 14.55 
30 30 1.43 2.12 7.74 
30 100 1.27 1.95 5.15 

Table 1. Average Residence Times in an Open Queueing Model. 

4. Conclusions 

We have used a combination of analysis and simulation to 
examine the performance benefits offered by migratory load sharing 
beyond those offered by non-migratory load sharing. This question 
is interesting because migratory load sharing seems advantageous 
intuitively, but the facilities to support it efficiently are not present in 
many operating systems. We conclude that: 

There are likely no conditions under which migration could yield 
major performance improvements beyond those offered by non- 
migratory load sharing, particularly when viewed relative to the 
advantages of non-migratory load sharing over no loadsharing. 

Under some fairly extreme conditions, migration can offer 
modest additional performance improvements. These extreme 
conditions are characterized by high variability in both job 
service demands and the workload generation process. 

The benefits of migration are not limited by its cost, but rather by 
the inherent effectiveness of non-migratory load sharing. 
Whenever migration does offer significant potential benefits, the 
migration cost would likely be dwarfed by the (very large) service 
demands of the jobs that can be fruitfully migrated. 

Different job service demand distributions that match with 
respect to both mean and variance may yield quite different 
results concerning the benefits of migration, thus caution is 
needed when developing workload models for use in migration 
studies. 

Our results are consistent with those of Leland and Ott [1986], 
whose trace-driven simulations of migration show a modest 
improvement in the performance of large jobs and no significant 
improvement in overall average performance (cf. their Figure 9). 
However, the results of our analytic study encompass much broader 
dimensions of workload characteristics than are embodied in the 
traces used by Leland and Ott. 

We acknowledge that the ability to migrate active processes may 
be important for reasons other than load sharing performance - for 
example, to allow long-running processes to be moved from a 
machine that requires maintenance, or to allow a returning 
workstation owner to banish freeloaders. Recognizing the limited 
performance benefits of migration is important, though, particularly 
because this means that "costlier but simpler" implementations of 
migration may be acceptable. 
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