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The devel oprrent of di splay procedures for
drawi ng pi ctures of |inear graphs i s described.
The facility to nodel relationshipspictorially
has led to the use of graph theoretic techniques
in many different applications. Wile conputers
normal |y work wi th a nuneric representationof a
graph such as its incidencematrix, manual trans-
formation of such representationsinto picturesis
a tedious process. An interactive graphics system
has been devel oped whi ch, through a conbination of
heuri stic techni ques and senmi - aut omat i c procedures,
creates visual representationsof graphswith a
m ni mumof user intervention. The resultant pic-
tures display nirror-inmageand rotational symmet-
ries that occur withinthe graph. This very gen-
eral approach of displayingsymetry in graphs has
proven useful in studies of several classes of
graphs. However, the systemis primarily a re-
search tool designed for use by mathenaticians and
graph theorists. Difficultiesentailed i n adapt -
ing the display procedures to nore specific appli-
cation areas are discussed.
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1. Introduction

Awide variety of applicationareas enploy
graph theoretic techniques to nodel relationships
whi ch are best representedas pictures. Electri-
cal networks, chemical structures, conputational
nodel s and communi cati on networks are exanpl es of
appl i cati onareas where graph theoretic appr oaches
have been used. One reason for this is the nunmber
of al gorithms and techniques available for mani pu-
lating the graph nodels. Equally i mportant, how
ever, is the fact that the structureof the graphs
can be represented pictorially.

Efficient conputer nani pul ati onof graphs re-
quires that they have a numeri cal dat a represent a-
tion. However, incidence or adjacencymatrices
and ot her numeric representationsof graphs usual-
Iy have little meaning for humans. Therefore, t he
engi neer or mathematicianattenpts to translate
the numeric results of his programs into pictures,
seeking to obtain a deeper insight and understand-
ing of the properties and structure of the results.
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Conver si on of nuneric data into pictures can
be a tedious trial and error process of draw ng
and redrawi ng pictures in order to achieve a suit-
able effect. A rough picture is drawn and then
redrawn repeat edl y, noving vertices and edges
until the result appears satisfactory or nore of-
ten until one runs out of time, paper or patience.
G aph processing systens which allowthe user to
draw and mani pul at e graphs on a graphic display
facilitate this process _9]. However, the user
must still drawthe pictures hinself. Al such
systems do to aid in drawing the pictures is to
provi de a very expensive eraser. Wat is needed
is away to use the power of the conputer to pro-
duce these pictures froma non-pictorial represen-
tation of the graph with minimal user interaction.

W have attenptedto programa conputer to do
just that. Sonme of the problens invol ved in com
puter generation of pictures of graphs are discus-
sed. The inplenentationof a sem -automatedsys-
tem for mani pul ating graphs which, through a com
bi nati on of heuristic techniques and sem -aut oma-
tic procedures, generates visual represent ations
of graphs is described. This syst emal | ows a user
to request the conputer to drawpictures of a
graph. The conputer can produce these pictures
wi t hout aid fromthe user, although in practice
the user will direct the operation of the system
as wel | as performposteditingof the pictures.

2. G aphics Support

An interactive graphics systemcal |l ed GSYM
for Graph SYMety, was devel oped to aid in i nvest -
i gating visual representationtechniques for
graphs. GSYMallows a user to create, mani pul at e
and di spl ay graphs using an |BM 2250 G aphic Dis-
pl ay pnit _5]. GSYMis a special graphics di spl ay
tool designed solely for investigatingthe srotb-
| ens involved in using a conputer to generate Vis-
ual representationsof graphs. It should not be
confused Wi t h exi sting graph processing | anguages
"3,4] as it is not a progranmming | anguage per se
although it does provide macro-|ike commands for
operatingon graphs in certain situations. It
also contains a |ist processing subsystem but is
not primarilyintended to be a list processing
tool .

2.1. SystemOperation

GSYMwas desi gned to be used by individuals
such as mathemati ci ans and graph theorists that
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woul d have little, if any, experiencew th conpu-
ters. The goal was to create a conputer tool that
coul d provide researchers with further insight into
the structure of their graph theoretic nodels.
However, we had to entice, for the nost part, non-
comput er users to |leave their offices and journey
to the graphic display. The display, of course,
was inconvenientlylocatedin the basenent of the
Mat hemat i cs and Conput er bui | di ng behind the cl osed
doors of the Conputer Centre. Thus, therewas con-
si derabl e pressure to nake GSYMvery easy to use.
For exanple, we had to avoid the usual hurdles for
a novice of |earning ankward syntax rules for sone
programmi ng | anguage and bei ng forced to stunble
through a maze of job control |anguage.

GSYM oper ates on what has been termed "inter-
acttion by anticipation' in that the interactive
systemattenpts to guide the user through the se-
quence of events that causes a particul ar operation
to be performed. The possible operations the user
may initiate at any given nonent are displ ayed and
the user selects one of the current options using
a light-pen. The systemis saidto be in the 're-
set' state when the option list illustratedin Fig-
ure 1is displayed. Once a basic optionis select-
ed, all the possible suboptions are given. After
choosing the ADD option, for exanple, the user sel-
ects the element to be added to the graph fromthe
list in Figure 2. If a vertex was being added, the
systemwoul d request the user to positionthe ver-
tex on the screen using a |ight-pen.

A simlar process is followed for all opera-
tions. That is, GSYMdisplays a list or nenu of
the options availableto the user at the monment and
awaits the user's response. This type of format
not only guides the user but also elimnates the
possibility of systemerror owing to invalid user
input. In order to reduce the frequency of user
error the option lists containabrief instructive
note defining the nature of the current operation
and the user action required. Moreover, should the
user change his mind or wi sh to cancel an operation
inthe mddle of a command sequence he may return
to the reset state sinply by pushing a programed
functionkey. Thus, the systemis very forgiving,
encour agi ng i nexperi enced users to become profi -
cient in its operation through actual 'hands-on'
experimentation. These features are especially im
portant since as a research tool, GSYMis intended
primarily for graph theorists and mat henati ci ans.
Such users understandablyhave little patiencew th
the rigidity and poor man-machine i nterfaces that
nor e experienced conputer users seemto have accep-
ted as the norm

The wi de variety of avail abl e operations in-
cludes addition, deletion and alteration of graph
entities. The graphs are conposed of vertices,
edges and arrows. An arrow is always associ ated
with an edge, that is, an undirected edge becomes
a directed edge when the user adds an arrow (dir-
ection) to the edge. Move, rotation and transla-
tion commands mani pul ate the formof the graph as
currently di splayedon the screen. The user is
able to nove vertices, edges and arrows about the
screenor, if he w shes, he may translate the whol e
graph. The rotation command rotates a graph about
any point in the 3-dinensional cube inwhich it is
defined. This cube corresponds roughly to the
housi ng of the 2250 di spl ay screen.
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2.2. GSYMFacilities

GSYMprovides all of the graph mani pul ation
operations all owed by earlier systenms [9], It al-
so allows the user to associatelists of proper-
ties with vertices and edges. This facilitates
the inplementationof graph theoretic algorithns
whi ch operate on vertex and edge properties. The
user is also able to create lists of vertices and
edges by selectinglist elementswith a |ight-pen.
This sinple |ist-processingsubsystemis adequate
for most graph theoretic routines which operate on
sets of graph elements. In anticipationof future
expansionto all ow command lists to be interpreted
by the system GSYMhas a 'macro node' whereby the
user types in macros, containingall the inforna-
tionrequiredby the systemto performthe next
operation. For exanple, to add a vertex one would

type:
ADD V, (vertex coordinates),'|abel', (I abelcoordin-
ates),propertylist.

Froman execution tinme standpoint macro node
is very efficient, but it requires a nore know ed-
geabl e user and nore user time in order to type
the command. However, a user witten programrun-
ni ng under the GSYMsystemmay control the opera-
tion of the systemby directing cormands in the
formof macros to the system An ENQU RE option
permts users to quiz the systemat any tinme con-
cerning the current status of a graph, its proper-
ties and any graph related entities such as |ist
pointers. It is also possibleto have this infor-
mation sent to a line printer for later reference
and exam nati on.

The user is able to save graphs on secondary
storage and restore themlater. Both the graph
and the current status of the systemare stored so
that when a graph is restored the display as well
as the data base associatedwith the graphis re-
created. This feature allows the user to save dis-
pl ays created by visual representationroutines
and recover themat any time.

The graphs are stored as nenbers of a file
directory which the user creates before saving any
graphs. There is no limt to the nunber of direc-
tories a user may have. In order to switch from
one directoryto another it is sinply necessary to
reference the newdirectory. Each graphin a dir-
ectory is given a name when saved and may be re-
nanmed or replaced by another graph. The user does
not becone involvedin the actual detailed crea-
tion and mani pul ationof the files containing
these graphs. In particular, it is not necessary
to knowany command | anguage statements for creat-
ing new files or referencingold files. Al such
file operations are handl ed dynanical |y by GSYM
and are transparent to the user. The same stan-
dard control |anguage is used to run GSYMr egar d-
less of what files will be used. The typical GYSM
user is not likely to possess this know edge and
is unlikely to be inclined to acquire it in order
to use the system

Since GSYMis intended for designingand test-
ing representationschenes, it has the ability to
call user prograns into execution. This feature
has al so been used to provi de several special fun-
ctions such as reading graph descriptionsfromin-
put files, debug tracing of GSYMand snoot hi ng



edges drawnwith the light-pen. Al thoughthis fea-
ture is intended for testing visual representation
routines, it is possibleto incorporate any type of
graph theoretic routine. For exanple, a programto
cal cul ate Hanmi | toni an paths coul d use the GSYMIi st
processi ng subsystemto create |ists representing
any such paths in a graph. Space in the display
processor' s menory has been reserved to all ow user
programs to create their own displays if needed.
Al'l systemfunctions for mani pul atingand interro-
gating a graph or its associated data base are

avai |l abl e to user prograns t hrough the macro facil -
ity. Theresult is that it is a very sinple matter
to incorporatenew representationroutines. The
user is isolated fromthe details of display file
and data base mani pul ati on.

2.3. Picture Format

The di spl ay screen |ayout for graphs in GSYM
was designed in viewof the effect it would have on
pi ctures drawn by vi sual representationroutines
runni ng under GSYM Several screen | ayout problens
and sone of the steps taken to solve or avoid them
are consi dered bel ow.

Vertices and edges are di spl ayed as points and
straight lines, their natural representation.
Arrows represent directions on directededges and
nmay be positioned anywhere al ong a directed edge.
The positive and negative ends of an edge are indi-
cated by arroworientation. There are eight possi-
bl e orientations correspondingto the eight major
points on a conpass.

The screen of a display unit is a two-dinen-
sional entity and is thereforelintedto two-dim
ensional pictures. |If GSYMrestricteditself to
pl anar graphs with all visual representationsbeing
pl anar nmaps, such a two-di nensi onal di splay system
woul d be quite adequate. However, GSYMis i ntended
for use with both planar and non-pl anar graphs.
While this did not preclude the possibility of gen-
erating pictures of non-planar graphs with inter-
secting edges, a nore serious probl emwas the ques-
tion of howto display nmultiple edges between ver-
tices in a two-di nensional system Thus, restrict-
ing GSYMto a two-di nensional coordi nate system
woul d severely constrainusers' visual representa-
tions. For exanple, it would not be possible to
generate a picture of a graph as a three-dinension-
al object and this is a natural representation for
many graphs. For these reasons all GSYM graphs are
defined using a three-di mensi onal coordinate
system

An edge is displayedas a straight |ine join-
ing the x and y coordi nates of the Cartesian
(x,y,z) coordinates of its end-vertices. This re-
presentationinplies that the user may need to ro-
tate the graph in order to see nore than just one
of its faces. The GSYMrotation facility all ows
the user to rotate a graph about any point in the
cube in which the graph is displayed.

There is one exceptionto the rule of three-
di mensi onal graph entities, a special two-dinen-
sional edge called a 'light-pen' edge. The user nay
specify that he wi shes to drawa freehand represen-
tation of an edge using the light-pen. The edge is
then di spl ayed as a sequence of short straight line
segnments tracing the path of the light-pen. Light-
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pen edges sol ve the display probl emcaused by sev-
eral edges being incident to the sane pair of ver-
tices since these edges may be drawn as curved
lines. However, the primary inportance of this
feature is that it allows the user a w de range of
choices in altering visual representationspro-
duced by the conputer. Straight |line edges can be
repl aced by curved edges which the user feels im
prove the picture.

3. Visual RepresentationTechni ques

Qur initial interest in conputer generated
representationsof graphs was the result of an
attenpt to create pictures of a class of cubic,
cyclically 4-connect ed graphs produced by Faul kner
[21. For every regionsizen > 6 in this class of
graphs there exists a graph consistingof two pol -
ygons of n - 2 edges each such that every vertex
in one of the polygons is adjacent to exactly one
vertex in the other polygon. These graphs can be
drawn as concentric pol ygons or rings of quadril a-
terals as illustratedin Figure 3.

The ring structurewas used as a basis for
representationsof nore conplicatedgraphs in the
class. The ring structure is allowed to contain
pent agons, hexagons and | arger pol ygons. Once the
ring structureis conplete the renmaining edges, if
any, can easily be added to the interior of the
ring. Figure 4 shows a 25 region graph. This
di spl ay procedure produced reasonabl e pi ctures;
however, excessive conputer tine was often neces-
sary to calculate the ring structures. Moreover,
the pictures could not be altered by the user.
Finally, the representati onroutine was suited
only to the one class of graphs. This lack of
flexibilityled directly to the devel opnent of
GSYM and its use in the investigationof alterna-
tive representationtechniques.

3.1, Symetry

The nost apparent and the nost interesting
feature of the pictures produced by this first re-
presentationroutine was the frequent repetition
of symmetry between el ements of the graph. Sym
metry, particularlymrror-inmge symmetry, occurs
repeatedly in nature and in nman's own creations.
Wyl gives an excell ent discussionof the nature
of symretry and its use in art and architecture
through the ages [8]. The possibility of portray-
ing symetries in graphs suggested using the auto-
nmor phi snms of a graph as a basis for creatingpic-
tures of the graph. The cycles in an autonorphism
mappi ng of a graph can be interpretedvisually as
mrror-inage and rotational symmetries.

Cal cul ati on of the autonor phi smmappi ngs of
nost graphs is a | ong conputational task. Heur-
i stics have been used to determ newhet her graphs
are isonorphic[7]. Simlar heuristicswere
derived to cal cul ate the aut onor phi smmappi ngs of
a graph. Vertex val encies define an initial par-
titionof the vertex set of a graph. Additional
tests such as the number of vertices in each
nei ghbour hood of a vertex and the nunber of poly-
gons through a vertex are then used to attenpt to
refine the partition. Numerous such heuristics
were investigatedbefore selectinga set of heur-
istics whichworkedwell with nost graphs.



The anount of conputation tine required obtain
the aut onor phi sms depended on the heuristictests
and parameters appliedto the graph. Experinenta-
tionwith different tests and paraneters on the
sane graphs indicated that a conbination coul d usu-
ally be found that reduced the conputation consi der-
ably. In order to make the cal cul ati on of the auto-
mor phi smmappi ngs feasible, the heuristics were im
pl emented under GSYM The operation of the heur-
istics could then be nonitored on the display. The
user interactswith the systemby dynanically ini-
tiating and hal ting heuristics and varying parane-
ters. Using this interactiveapproach it becane
practical to cal cul ate autonorphisnsto use in gen-
erating visual representationsof a graph. Differ-
ent heuristics were easily inplenmentedand tested
as user prograns under GSYM The vertex set parti -

tion was handl ed using the |ist processing subsystem

in GSYM

3.2. Ceneral Representation Routine

Qur first translationof the autonorphisns of

a graph into pictures was a very general representa-

tion routine. This routine attenpts to handl e al |

cl asses of graphs without any additional information

about the graphs beyond the symetriesin the auto-
mor phi smmappi ngs.

Vertices fixed, that is,
by an aut onorphi sm are displ ayed as axes of sym
metry around which are placed mirror-inmage vertex
pairs, vertices interchangedby the autonorphi sm
Aut onor phisms wi th cycles of one or two vertices be-
come the mirror-image synmmetries of Figure5. Oy-
cles of nmore than two vertices are treated as rota-
tional symmetries. Eachrotationis placed in a
different plane in the three-dimensional cube in
whi ch GSYM graphs are defi ned.
an exanpl e of rotational symretry.

This approachtends to produce rather cluttered
pi ctures as graphs becone nore conpl ex. Poor pl ace-
ment of the nmirror-inagevertices or the rotations
also has the sane effect. Posteditingfacilities
were therefore inplementedto allowthe user to
modi fy and inprove the generated pictures. The
user may stop the representationroutine at any
point, nodify the picture produced so far, and then
allowthe routine to continue to add further mirror-
image and rotational synmetries. The user also con-
trols the placement and size of the rotational sym
metries. Finally, the user may edit symetries as
aunit. For exanple, noving a vertex inamrror-

i mge symmetry causes its correspondi ngvertex to
move so as to maintainthe original symetry. This
seni -aut omat ed di spl ay process produces represent a-
tions of conparable quality to those generated by
hand and does so in a fraction of the tine and ef-
fort requiredto draw the same graphs nanual | y.

The above approach has the fault that the qua-
lity of the pictures producedvaries with the auto-
mor phi smmappi ng used.  Aut onor phi smswi th rel a-
tively few fixed vertices general |y produce the
best displays. A large nunber of vertices on an
axis of symmetry obscures the structure of the
graph because al| the edges joiningthese vertices
forma single line on the display. Moreover, |arge
graphs or graphs with a | arge nunber of symetries
may require considerabl e posteditingbefore a sat-
isfactory picture is produced. The reasonis that
this representationroutineuses only the symmetry

mapped onto thensel ves

Figure 6 illustrates
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information given by the aut onor phi smmappi ngs of
the graph in order to display the graph. Wile
the routine displays all the symetries it |acks a
frame around which to group these symetries. The
advantage of this approach is that the routine may
be used wi th noderate success with many cl asses of
graphs. The disadvantage is that this approach
does not allow for situationswhere users are in-
vestigating probl ems where the graphs invol ved
share conmmon properties and structures.

3.3. Tree Representation
Trees are a class of graphs found in many app-
lications. Trees also possess a high degree of

known structure in that all vertices in a tree can
be definedin terms of their distance fromthe cen-
tre or bicentre of the tree. Finally, the general
symretry routine, in ignoringthe fact that a
graph was a tree, produced pictures that rarely
even hintedat the tree structureof the graph.

It was apparent that the acceptabilityof the pic-
tures produced by this general approach was provi -
sional on the user not having a preconditioned
idea of what the resultant picture shoul d portray.

Not wi shing to abandon the symmetry approach,
a tree representationroutine was desi gned whi ch,
in addition to the autonorphi smsymetries, consi-
dered the tree structure of the graph in the pi c-
tures generated. Mrror-inmage and rotational sym
metries were conbined with vertex di stance from
the centre or bicentre of the tree to produce pic-
tures such as the one illustratedin Figure 7.
Di stance fromthe centre or bicentre determ nes
the level at which a vertex is placed. Mrror-
i mage and rotational synmetries are consideredin
ordering vertices on each level so as to illustrate
the symmetry. The result was a representation
routine that generates excellent pictures of trees
and requires little or no postediting of the gen-
erated displ ay.

4. Discussion

The pictures produced by the representation
routines have been encouragi ng, even though the
original objective of using a conputer to aut ona-
tically produce pictures of graphs has only part-
ially been nmet. The representationnethods tested
required user postediting of the pictures. How
ever, the need for posteditingwas considerably
reduced when the representationroutines consi der-
ed more of the structure of the graph than the
el ement ary aut onor phi smmappi ng symretri es.

The two representationroutines di scussed
above are radicallydifferent in nature. The first
is totally naive about the structure of the graph
whil e the other knows everything about it. Few
classes of graphs lend thenselves so well to a
visual portrayal as do trees. However, just as
with the devel opnent of specialized progranm ng
I anguages, we anticipatea parallel devel opnent in
the creation of visual representationroutines - a
proliferationof specializedroutines intended for
specific classes of graphs or particul ar applica-
tion areas. These routines woul d be based on
properties that, when interpretedvisually, deter-
m ned the | ayout of the graph.

For exanpl e, one such property is planarity.
Al'l planar graphs can be engedded In asingle

pl ane wi t hout intersectingedges. Tutte gives an



al gorithmfor draw ng such a graph in the plane [6].
Unfortunately, Tutte's al gori thmtends to produce

pi ctures where a | arge nunber of edges are drawn
withinavery small area. As a result, for nost
practical purposes, the al gorithmproves to be un-
satisfactory.

The GSYM systemin conmbinationwith the repre-
sentationroutines is designedas a tool for graph
theorists. It provides a neans whereby a graph
thoerist can easily investigatethe structureof a
graph or class of graphs in which he is interested.
The representationroutines should al so prove use-
ful for comunicatinginfornationon classes of
graphs between researchers. At present all that
coul d be nade availableis a list of the numeric
representationsof the graphs. However, the repre-
sentationroutines could produce, in a systematic
fashion, pictures of the graphs as well.

Appl i ed use of automated representationproce-
dures will require the inplementationof nore
speci al i zed routi nes than those described here.
However, applications shoul d be possi bl e wherever
structural symetry in nodellingrelationshipsis
important. For exanple, in the area of fault
di agnosi s functional sinulationis one technique
for digital fault simulation[1].. Wth this method
a digital systemconpused of nodules M;, M2,..., M

is to be simulated. Overall systembehaviouris to
be determ ned using the assunption that there are
faults in only certain of the nodules. The renain-
i ng nodul es need not be sinulated at the gate |evel.
It is only necessary to conpute the output of these
modul es as a functionof their input. [f such a
systemwer e defined as a graph, then a representa-
tion routine coulddisplay the syrmmetries in the
system These pictures woul d i ndi cate which nodul es
shoul d or shoul d not be sinmulatedin detail. For
exanple, if nodules M, and M, forma mirror-image

pair, then if nodule M is not being sinulated at

the gate level the mirror-inmagesymetry inplies
that neither should nodul e M. be sinulated at the

gate level. That is, the symetry in the system
coul d hel p determine howto set up the simulation
tests.
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FIGURE 7: A TREE REPRESENTATION.
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