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ABSTRACT: A fast parallel thinning algorithm for digital 
patterns is presented. This algorithm is an improved version 
of the algorithms introduced by Zhang and Suen [5] and 
Stefanelli and Rosenfeld [3]. An experiment using an Apple 
II and an Epson printer was conducted. The results show 
that the improved algorithm overcomes some of the 
disadvantages found in [5] by preserving necessa y and 
essential structures for certain patterns which should not be 
deleted and maintains very fast speed, from about 1.5 to 2.3 
times faster than the four-step and two-step methods 
described in [3] although the resulting skeletons look 
basically the same. 

1. INTRODUCTION 
“Thinning” plays a very important role in the prepro- 
cessing stage of pattern recognition [l, 2, 41. It deals 
with extracting the distinctive features known as “skel- 
etons” from the patterns. On one hand, it gets rid of all 
redundant points: on the other hand, it preserves the 
basic structure and characteristics of the pattern. 

In [5] a fast parallel algorithm for thinning digital 
patterns is proposed. Using this algorithm, each pattern 
can be thinned down to a skeleton of unitary thickness, 
and experimental results show that this algorithm is 
very good with respect to both connectivity and con- 
tour noise immunity. Further, it is from 1.5 to 2.3 times 
faster than the four-step and two-step methods intro- 
duced in the literature [3]. 
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Unfortunately, however, there are some errors, un- 
clarity, and disadvantages in the algorithm. This note 
will point them out and propose improvements to some 
of them. 

2. DEFINITIONS, TERMINOLOGIES, 
AND THE ALGORITHM 
We adopt the terminologies and definitions of [!I]. 

A binary digitalized picture is defined by a matrix IT 
where each pixel IT(i, j) is either 1 or 0. The pattern 
consists of those pixels that have the value 1. It is as- 
sumed that the neighbors of the point (i, j) are (i - 1, j), 
(i - 1, j + l), (i, j + l), (i + 1, j + l), (i + 1, j), (i + 1, 
j - l), (i, j - l), and (i - 1, j - l), as is shown in Figure 
1. In parallel picture processing, the new value given to 

1 (i + 1, j - 1) 1 (i + 1, j) 1 (i + 1, j + 1) 1 

FIGURE 1. Designations of the Nine Pixels in a 3 x 3 Window. 

a point at the nth iteration depends on its own value as 
well as those of its eight neighbors at the (n - l)th 
iteration, so that all picture points can be processed 
simultaneously. It is assumed that a 3 x 3 window is 
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used and that each element is connected to its eight 
neighboring elements. 

In the algorithm, each iteration is divided into two 
subiterations. In the first subiteration, the contour point 
PI is deleted from the digital pattern if it safisfies the 
following condit:ions: 

[a) 2 < B(P,) << 6 (c) P2*P4*Ps = 0 

(b) AP’11 = 1 (d) PzPzP8 = 0 

where A(P,) is the number of 101 patterns in the ordered 
set Pz, PS, . . . , Ps, Pg that are the eight neighbors of PI 
(Figure l), and B(P,) is the number of nonzero neigh- 
bors of PI, that is: lI(P1) = Pz t- P3 + P., + . . . + P8 + Pg. 

In the second subiteration, only conditions (c) and (d) 
are changed (Figure 3) as follows: 

(c’) P2*P4*PB = 0 (d’) P:2*P6*P8 = 0 

and the rest remain the same. 

No Y 

the conditions of the 
second subiteration) 

FIGURE 2. Flowchart of the Thinning Algorithm. 

(a) (b) 

FIGURE 3. An Example. (a) Original pattern. (b) Correct thinned 
solution. 

3. ERRORS AND UNCLARITY: DISADVANTAGES 
AND PARTIAL SOLUTIONS 

1. The first comment is that there is an error in the 
flowchart of the algorithm [5, Figure 61. The loop arrow 
from the bottom box C = 0 should return to the top box 
C = o rather than the box containing search M, that is, 
the correct algorithm should be as in Figure 2. 

2. The second comment is a matter of clarity. Ac- 
cording to the thinning algorithm [5, Figure 61. The first 
subiteration comes before the second subiteration. 
Therefore the output of [5, Figure 7b] should be as in 
Figure 3 rather than in Figure 4. Figure 4 is actually the 
output of the algorithm in which the first subiteration 
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FIGURE 4. The Output of [4]. 
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and the second subiteration are swapped. It is a matter 
of the different orders used in the subiterations, which 
should be clarified. 

In addition, there are some disadvantages that cannot 
be neglected: 

1. Noise that should be eliminated is instead en- 
larged. Suppose there is a very small noise to the north- 
east end of an “H”, shown in Figure 5. Applying the 
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FIGURE 7. Structure That Should Be Preserved Is Destroyed. 
(a) Original digital pattern. (b) Skeleton after six iterations. 

algorithm of [4] will result in Figure 6. The noise not 
only is not eliminated but is worse after thinning. 

2. Structures that should be preserved are destroyed. 
This can be seen in Figure 7. In general, diagonal seg- 
ments with thickness 2 will eventually be reduced to 
only one or two points as shown in Figure 8. 

3. Even worse, some digital patterns will totally 
disappear as shown in Figure 9. In general, digital 
patterns that can be reduced to a square consisting of 
four dots : : will be totally gone. 

One solution to Problem 2, discussed above, is to 
modify the condition 2 5 B(P1) 5 6 to 3 5 B(P,) I 6. 
This takes care of the endpoints which should not be 
eliminated as shown in Figure 10 (p. 242). 

An experiment using an Apple II and an Epson 
printer has shown that Figure 8a becomes Figure lla 
(p. 242) and Figure 9a is reduced to Figure lib, c 

FIGURE 5. An ‘+f” With a Tiny Noise. 
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(b) 

FIGURE 8. A Diagonal Line Segment With Thickness 2. 
(a) Original digital patterns. (b) Skeleton after five iterations. 

(c) 

FIGURE 9. A Pattern Disappeared In Two Iterations. 

although the results of other digital patterns such as 
“H”, “B”, ‘I&“, and the moving body are essentially the 
same as [5]. 

4. SUMMARY 
An improved parallel algorithm for thinning digital pat- 
terns is presented in this note. It overcomes some disad- 
vantages and difficulties of the method described in [5] 
while maintaining essentially the same fast speed, 

FIGURE 8. “H” After Five Iterations. 
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FIGURE 10. Endpoints Which Should Not Be Deleted. 

(a) (b) 

FIGURE 11. Structure Is Preserved. 
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about 1.5 to 2.3 times faster than other methods intro- 
duced in [3]. However, the noise immunity and total 
disappearance of patterns rernain as an open problem. 
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ACM Algorithms 
Collected Algorithms bm ACM (CALGO) now includes quar- 
terly issues of complete algorithm listings on microfiche as part 
of the regular CALGO supplement service. 

The ACMAlgorithms Distribution Service now offers microfiche 
containing complete listings of ACM algorithms, and also offers 
compilations of algorithms on tape as a substitute for tapes 
containing single algorithms. The fiche and tape compilations 
are available by quarter and by year. Tape compilations covering 
five years will also be available. 

To subscribe to CALGO, request an order form and a free 
ACM Publications Catalog from the ACM Subscription De- 
partment, Association for Computing Machinery, 11 West 
&d Street, New York, NY 10036. To order from the ACM 
Algorithms Distributions Service, refer to the order form that 
appears in every issue of ACM Transactions on Mathematical 
Software. 
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