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After the publication of Algorithm 246, Misra [1] suggested an improvement to it. He gave no detailed coding; but from his descriptions, we obtain the following algorithm for generating the binary Gray code of $N$ bits, assuming that $A[1 \ldots N]$ is an array of bits, which is initialized to all 0 's.

```
procedure Misra1( \(N\) : integer);
var \(s, j, i\) integer;
begin
    \(s:=1 ;\)
    \(j:=0\);
    PrintCode;
    while \(j<>1\) do begin
        if odd(s) then begin
            if \(A[N]=1\) then begin
                \(j:=\mathrm{pop} ;\)
                \(j:=\mathrm{pop} ;\)
                push( \(j\) );
                end
            else begin \(\{A[N]=0\}\)
                push( \(N\) );
                    \(j:=N\);
                end;
            \(A[N]:=1-A[N] ;\)
            end
        else begin \{even \((s)\}\)
            \(j\) := pop;
            if \(A[j-1]=1\) then
                \(i:=\mathrm{pop}\)
            else \(\{A[j-1]=0\}\)
                push( \(j-1\) );
            push( \(j\) );
            \(A[j-1]:=1-A[j-1] ;\)
            end;
        PrintCode;
        \(s:=s+1 ;\)
        end;
end \{Misra 1\};
```

Here, the procedure PrintCode simply prints the contents of $A[1 \ldots N]$. The invariant of the loop is
$\mathrm{R} 1:(j=\operatorname{MAX}(i: 1 \leq i \leq N: A[i]=1) \backslash / j=0) / \triangle$
the stack contains the positions of all 1 bits in sorted order.
We see that the position of the rightmost 1 bit is frequently pushed onto and popped off from the stack. The efficiency of the algorithm can be improved by
not storing the position of the rightmost 1 bit in the stack but remembering it in $j$. Hence we obtain the following improved algorithm

```
procedure Misra2( \(N\) : integer);
\(\operatorname{var} s, j, i\) integer;
begin
    \(s:=1\);
    \(j:=0\);
    PrintCode;
    while \(j<>1\) do begin
        if odd(s) then begin
            if \(A[N]=1\) then
                \(j:=\) pop
            else begin \(\{A[N]=0\}\)
                push( \(j\) );
                    \(j:=N\);
                    end;
            \(A[N]:=1-A[N] ;\)
            end
        else begin \{even(s)\}
            if \(A[j-1]=1\) then
                \(i:=\) pop
            else \(\{A[j-1]=0\}\)
                push( \(j-1\) );
            \(A[j-1]:=1-A[j-1] ;\)
            end;
        PrintCode;
        \(s:=s+1 ;\)
        end;
end \{Misra2\};
```

The invariant of the loop is now:
$\mathrm{R} 2:(j=\operatorname{MAX}(i: 1 \leq i \leq N: A[i]=1) \backslash / j=0) / \Lambda$
the stack contains the positions of all 1 bits, except the rightmost 1 bit, and position 0 in sorted order.
The position 0 stored in the stack is simply a sentinel value, and is not referred to at all.

The procedure Misra2 is more efficient than the procedure Misra1, as it performs only a push or a pop per iteration. Despite the improvement, the overhead for maintaining the stack is still too high.

If recursion is allowed, a recursive algorithm can generate the binary Gray code more efficiently than the above iterative algorithms. Let $A[1 . . N]$ be an array of bits, initially containing all zeros. The following recursive procedure, when called as GrayCode1(1), will generate the binary Gray code of $N$ bits.

```
procedure GrayCode1(n:natural);
begin
    if n<=N then begin
        GrayCode1(n+1);
        A[n]:= 1-A[n];
        GrayCode1(n+1);
        end
    else PrintCode;
end {GrayCode1};
```

Table I. The running times (in seconds) of the algorithms Misra1, Misra2, GrayCode1 and GrayCode2 on a Vax 11/750

| $N$ | Misra1 | Misra2 | GrayCode1 | GrayCode2 |
| ---: | ---: | ---: | :---: | :---: |
| 6 | 0.80 | 0.70 | 0.67 | 0.60 |
| 7 | 1.73 | 1.50 | 1.43 | 1.37 |
| 8 | 3.63 | 3.30 | 3.07 | 3.00 |
| 9 | 7.83 | 7.20 | 6.87 | 6.70 |
| 10 | 17.13 | 15.60 | 14.97 | 14.17 |
| 11 | 36.40 | 34.17 | 32.10 | 31.10 |
| 12 | 77.17 | 70.97 | 68.03 | 67.23 |
| 13 | 164.27 | 154.27 | 147.33 | 143.80 |

Three comments are in order. First, the procedure GrayCode1 is considerably shorter than the procedures Misra1 and Misra2. Second, the procedure GrayCodel manipulates no auxiliary data structures at all. Third, the total number of procedure calls to GrayCodel to generate $2^{N}-1$ codewords is $2^{N+1}-1$; hence each codeword is generated in $O(2)$ units of time, on average. The average-time complexity can be improved to $O(1)$ by removing redundant procedure calls as shown below:

```
procedure GrayCode2(i:natural);
begin
    if }i<N\mathrm{ then begin
        GrayCode2(i+1);
        A[i]:= 1-A[i];
        PrintCode;
        GrayCode2(i+1);
        end
    else begin {i=N}
        A[i]:= 1-A[i];
        PrintCode;
        end;
end {GrayCode2};
```

The efficiencies of these four procedures implemented in PASCAL have been timed on a Vax 11/750 computer running under UNIX, and are summarized in Table I. The actual running times (measured in seconds of CPU time) support the above observations.

Thus we conclude that GrayCode2 is the most efficient algorithm to generate the binary Gray Code, whereas Misra1 is the least efficient one among these four algorithms.
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