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Taking Ein-Dar’s recent reevaluation of Grosch’s law one step further, the 
authors find evidence of different slopes for different classes of computers 
and the utility of an additional variable: the IBM or IBM-compatible 
factor. The analysis indicates that Grosch’s law no longer applies to 
minicomputers. 
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As hardware costs continue to decline and more at- 
tention is paid to the economics of software develop- 
ment and operation, hardware nonetheless remains 
a significant expense. In the face of decisions to be 
made about centralization versus decentralization of 
CPU resources, knowledge about economies of scale 
can help organizations narrow down the choice of 
alternatives to be seriously considered. For this rea- 
son, Ein-Dor’s recent reevaluation of the applicabil- 
ity of Grosch’s law [l] sparked our interest. Having 
looked into his analysis, we believe there is yet more 
information contained in the data Ein-Dor uses than 
his analysis reveals. Specifically, we find evidence of 
different slopes for different classes of computers, 
and the utility of an additional variable-the IBM or 
IBM-compatible factor. We hope the interest gener- 
ated by the original article [2, 51 will maintain itself 
for this further analysis of the same data. 

GROSCH’S LAW 
Grosch’s law is a weli-known statement about econ- 
omies of scale in computing. An early expression of 
it by Grosch [3] is “I believe that there is a funda- 
mental rule . . . giving added economy only as the 
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square root of the increase in speed-that is, to do a 
calculation ten times as cheaply you must do it one 
hundred times as fast.” In other words, Grosch’s law 
is an assertion that the cost per MIPS, p, is related to 
power, w, by an affine function, f, as in p = f(w-“.“). 
From an economic viewpoint, the statement is sur- 
prising since it implies increasing marginal produc- 
tivity when decreasing marginal productivity is the 
more typical case with most technologies. The truth 
of this statement has been established by studies 
over the years and is often used as a justification for 
large centralized computing. 

Motivated by the increasing prevalence of decen- 
tralized computing, often involving microcomputers, 
Ein-Dor [l] reexamined recent data to see if Grosch’s 
law still applies. First, he regressed average cost 
against an intercept and computer power to produce 
a Grosch coefficient estimate of 0.30, which contra- 
dicts Grosch’s law. Based on an observation that dif- 
ferent sizes of computers may constitute nonhomo- 
genous products and different technologies, he next 
separated computers into five categories: microcom- 
puters, minicomputers, small mainframes, large 
mainframes, and supercomputers. Ein-Dor then per- 
formed a regression analysis to estimate the Grosch 
coefficient (exponent) with different intercept terms 
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for each category. This resulted in a Grosch coeffi- 
cient estimate of -0.55, which is close to Grosch’s 
assertion that the value is -0.50. Ein-Dor concluded 
that, when computers are grouped according to their 
size and power, Grosch’s law holds within the cate- 
gories, but not between categories; he did not, how- 
ever, pursue the question of the size of economies of 
scale within each individual category. 

There is some controversy about the relevance of 
Grosch’s law to the ongoing centralization/decen- 
tralization debate. Citation [5] is typical of much of 
this debate, while many more opinions have also 
appeared in the trade journals. For a scholarly per- 
spective on this debate, see King [6]. Although the 
economics of the CPU represents only one part of 
the total debate, we nonetheless assert its impor- 
tance. Large organizations continue to spend sub- 
stantial sums upon CPUs. 

IBM COMPATIBILITY 
Is IBM so significant a force on the market for hard- 
ware that it constitutes a separate and different mar- 
ket from that of all other vendors? The distinction 
between IBM or IBM-compatible and non-IBM 
equipment was drawn in Ein-Dar’s original data 
source [4], but not discussed in his article. In exam- 
ining this question, we found that using a dummy 
variable to distinguish IBM machines from non-IBM 
machines did not result in a coefficient significantly 
different from zero. On the other hand, the use of a 
dummy to distinguish IBM and IBM-compatible ma- 
chines from non-IBM-compatible machines results 
in a significant difference: All else being equal, an 
IBM or IBM-compatible CPU will cost more. We find 
that pooling IBM and IBM compatibles makes sense. 
In fact, Henkel [4] has argued that “It has become 
difficult to separate the PCM makers from IBM. In 
many ways, the PCM makers could be viewed more 
as extensions of IBM than IBM competitors.” 

TECHNOLOGICAL CHANGE 
We suspected that Ein-Dor’s analysis might be 
flawed by the fact that his data set-although taken 
from one point in time-included machines intro- 
duced in several different years and therefore repre- 
sented several different technologies. To test this 
supposition, we accumulated introduction dates for 
most of the machines in the data set from a variety 
of sources and tried to determine the effect of tech- 
nological change upon computer price: We found no 
statistically significant effect. Although we still be- 
lieve technology to be an important factor in com- 
puter pricing, its significance is not revealed by 

straightforward statistical analysis-and we are con- 
tinuing to study the question. 

ON UNPOOLED GROSCH COEFFICIENTS 
In experimenting with Ein-Dor’s data, we found 
that, in addition to a set of distinct intercepts for the 
model, it is also appropriate to consider a set of dis- 
tinct slopes. Ein-Dor found that assigning computers 
to five different categories according to price would 
produce different intercept terms. We extended this 
categorization to determine whether or not different 
Grosch coefficients would be found for each cate- 
gory. This would also give more flexibility by allow- 
ing different slopes for each category. (Ein-Dar’s 
analysis had assumed the same slope for each 
category.) 

Our analysis shows that the coefficients Ein-Dor 
presented were indeed improperly pooled. When an 
F-test was conducted, we found that there are dis- 
tinct slopes within each category. The test procedure 
we followed is outlined on pages 94-95 of Neter, 
Wasserman, and Kutner [i’]. The full model is dis- 
played below in (3) while the reduced model is (3) 
with b, = b2 = b:, = b., = bs. The test statistic 

F* = ([SSE(R) - SSE(F)] + [df(R) - df(F)]] 

+ {SSE(F) + df(F)j 

9.703 - 8.216 8.216 
= gg _ g5 + 95 = 4.3. 

Comparing this statistic with the tabled F values 
F.01(4, 60) = 3.65 and F.01(4, 120) = 3.48 leads us to 
reject the hypothesis that all the stated coefficients 
are equal. For a detailed discussion, see [7, pp. 
278-2821. 

THE MODEL 
Ein-Dor’s original model is given by 

logp=a+bxlogw+k,d, 

+ kzd2 + k3d3 + kad4. (1) 

A slight change in notation caused by adding a 
dummy term and removing the constant term re- 
sults in the clearer but equivalent 

log p = b x ‘log w + k,d, + kzdz 

+ ksd3 + kdda + ksd,. 

Our model is given by 

logp=axi+b,logwl+bzlogwz+bslogwz 

+ bz, log w4 + bg log w5 

(2) 

+ kid, + kzdz + k3d3 + k4d4 + ksd5 (3) 
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TABLE I. Estimation ReSults CONCLUSIONS 

1, log w -0.694 0.152 0.066 0.286 -2.43 2.31 0.023 0.017 
dz log w -0.433 0.089 -4.88 0.000 
4 log w -0.387 0.087 -4.47 0.000 
d4 log w -0.901 0.108 -8.36 0.000 
ds log w -0.702 0.159 -4.42 0.000 
d, 7.581 0.718 10.55 0.000 
dz 6.517 0.124 52.41 0.000 
& 5.689 0.059 95.84 0.000 
d, 4.240 0.123 34.57 0.000 

Our further analysis largely supports Ein-Dor’s con- 
clusions, giving added strength, we believe, to the 
continuing validity of economies of scale in CPU 
power. It indicates that there is still reason for or- 
ganizations to consider centralized CPUs when other 
factors are equal: more specifically, that there is 
some economic force continuing to favor the use of 
large CPUs rather than many small CPUs of equiva- 
lent aggregate power. We feel that for large data sets 
the separation of slope coefficients among classes of 
computers should not be ignored. Finally, we wish 
to point out that the consideration of varying slopes 
results in a Grosch coefficient closer to one than to 
one-half for computers in the minicomputer class, 
meaning that, at least for one class of computer, 
Grosch’s law is no longer valid. 
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O, otherwise 
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O, otherwise 

d’ = 1 i: 
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otherwise 

d3 = 
i 

1, if machine is a small mainframe 
0, otherwise 

d I, = 
1 

if machine is a minicomputer 
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