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1. I N T R O D U C T I O N  

Maintenance robots which operate at nuclear 

power plants require extremely high reliability, 

because they should not harm or damage any of the 

equipment or systems in the plants. This rule should 

be kept even when the maintenance robots themselves 

would fail. 

Such a robot will be a complex system composed 
of moving mechanisms, a vision sensor subsystem, a 

manipulation subsystem, and several kinds of sensors 

for inspection, etc. Hence the controller of the robot 
will contain so much amount of hardware 

components. Needless to say, every component in the 
robot system should have sufficient reliability. The 

authors remark that the reliability of the motion of 

the manipulator is particularly important  in the 

system, because it treats the critical and important  
devices directly by its end effecter. 

It is predicted that  causes to bring about a fault 

to a robot are spread over the entire system. Above 

all, the controller of servo actuators can be regarded 

as the most critical part  in the system; once a fault 

occurs in an actuator  controller, it is most likely to 
cause a fatal fault in a moment  to the entire system. 

Generally, in controlling actuators in robots, rather 

fast processings are needed. In industrial robots, for 

example, the sampling time of control is often in the 

order of millisecond or sometimes less than that. To 
respond to such fast processes, the diagnostic methods 
in many of the industrial robots are based on 

hardware limlters, software limiters or mechanical 
stoppers. Since those limiters and stoppers are to trap 
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the data over a certain limit and are able to operate 

only in the limited area, the method cannot cover all 

the range of the robot motion. 
Fault tree analysis has been originally developed 

for reliability and risk analysis and is now one of the 

methods to analyze faults in systems or devices 

systematically. It  has been applied to various areas, 

for example, fault diagnosis of avionic subsystems on 
aircrafts[i], hazard analysis in chemical processes[2], 

safety analysis of industrial robots[3], fault analysis of 

control systems with control loops[4], etc. Some 

techniques are developed for fault tree analysis with 

the aid of computers[5,6,7]. Recently, artificial 
intelligence technology is applied to fault diagnosis 

using fault tree[8,9]. The fault tree analysis is 

intrinsically based on static analyses of the system. It 

reveals the strong ability in fault diagnosis, but  it is 
difficult to apply the technique to the real-time fault 
detection of the dynamic systems with such fast 

processes as described above. 

To satisfy the demand for both the real-time 

fault detection and the extension of the range of 

diagnosis, the authors divide the diagnostic process 
into three stages - -  the fault detection, the fault 

analysis and the fault part  identification. In the 

method, faults in robots are detected in real-time 

using an mathematical  model of the control system. 

When a fault is detected, the phenomena caused by 
the fault are analyzed with another model of faults in 

the control system, and the faulty part  is identified 

using knowledge base and inferring mechanisms. This 
paper also describes the configuration of a prototype 
system developed to verify the effectiveness of the 
method. It shows experimental results on a multi-axis 

robot manipulator. 

In the next chapter, a conceptual configuration 

of the hardware system of a robot controller is shown 

and the fault types possible in the system are 

classified. In chapter 3, the outline of the approach 
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addressed in this paper  is summarized. In chapter  4, 
the method of modeling the control system to detect 

faults in real-t ime is described. In chapter  5, the 
method of modeling the faults in the control system is 
described. In chapter  6, the method to identify the 
faulty part  with the artificial intelligence technology is 
presented. In chapter  7, the configuration of a 
pro to type  of the fault diagnostic system is shown. In 
chapter  8, the experiments and discussions to verify 
the diagnostic methods on a multi-axis robot 
manipula tor  are described. 

2. C O N F I G U R A T I O N  OF A R O B O T  

C O N T R O L L E R  A N D  ITS FAULTS 

Figure 2-1 shows a conceptual  configuration of 
the hardware system for an axis of a robot controller. 

This is a digital control system, in which the angular 
velocity (w) of the motor  axis, and the a rmature  

current ( / )  of the motor  are fed back into the servo 

CPU. 
The applied voltage (V0) to the motor  is 

calculated and is also converted into pulse-width- 
modulated (PWM) signals by  the servo CPU. The 
on/off  timings of four power transistors (Tr l~Tr4)  are 
controlled by these signals. The a rmature  current of 
the motor  is fed back into the servo CPU through an 
A/D converter.  Channels A and B from the encoder 
circuit are converted into two quadrature  counts - -  
up counts and down counts, which increment the up 
counter and the down counter, respectively. Both 
counts are fed back into the servo CPU. Thus the 

control system is mainly composed of digital circuits 
except the detection par t  of the a rmature  current  of 
the motor.  

There can be various types of faults in the 
control system described above. Generally, faults in a 

system can be classified into two categories - -  those 
caused by internal sources and those caused by 
external sources. I t  is ra ther  difficult to construct  a 
model including the external  sources and 
environments,  because they are so various and are 
different from site to site. In this paper  the faults 
caused by the internal sources are treated. In digital 
circuits, disconnections of signal lines, fractures of 
semi-conductor devices are in consideration. These 
faults are represented as sticking at "high" or "low" 
of the logical signal level. In analog circuits, faults are 
classified into two types - -  one is type of gain change 
and the other is type of large offset in the output .  

The  fault types, which are possible in the 
control system shown in Figure 2-1, are classified in 

Table 2-1. The  "fault modeling functions" in the table 
will be explained in chapter  5. 

3. O U T L I N E  OF F A U L T  D I A G N O S I S  

The diagnostic process is divided into 3 stages 
- -  (1) fault detection, (2) fault analysis and (3) fault 
par t  identification. The  fault detection is executed in 
real-time. After detecting a fault, the diagnostic 
system issues an emergency stop command  to the 
robot.  I t  then analyzes the phenomena  caused by the 
fault and identifies the faulty part .  Stage (1) is based 
on a model of the dynamic characteristics of the 
control system, stage (2) is based on another  model of 

faults in the system and stage (3) is based on the 

inference using the knowledge base of cause-effect 
relations about  the faults in the robot.  

The approach addressed in this paper  assumes 

the following: 
(a) the servo CPU is fault free, and 
(b) multiple faults do not occur within one servo 

control cycle simultaneously. 
The merits  of the method are as follows: 

(1) no additional sensors are needed, and 
(2) no special hardware tests other than  normal  

operations are needed. 
The  merit  (2) minimizes the risk to damage the 

equipment in the plants. All the operation added to 
the robot system by  the diagnostic method is to get 
the reference da ta  and sensory feedback da ta  of the 
control system for every control cycle. 

4. M E T H O D  OF F A U L T  D E T E C T I O N  

The control system of a robot  - -  including its 
mechanisms - -  is regarded as a dynamic system. Some 

methods have been presented for the fault detection 
in dynamic systems. The likelihood ratios in the 
statistics have been used to the problem[10,11]. 
Another  approach is based on testing statistical 
hypotheses[12]. These methods need so much 
calculation that  are difficult to be applied to the real- 
t ime fault detection. 

The  method of fault detection adopted in this 
paper  is as follows. We constructed a model of the 
dynamic motion of each axis in mathemat ica l  
formulae. The diagnostic system monitors the input 
and output  of the robot controller in each servo cycle. 
I t  predicts the motion of the axis by the model in 
real-time. Faults are detected by the difference 
between the real motion and the predicted mot ion by  
the model. 
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The detail  of the model is shown in Figure 4-1. 
In general, the dynamic characteristics of a robot have 
strong non-linearity and are very complicated because 

of the dynamical  mutua l  interferences among axes[13]. 
It  is difficult to calculate the dynamic motion 
precisely in real-time, because the amount  of the 
calculation is too large. Thus we approximate  the 
velocity control loop as a linear system. This 
approximat ion is valid if the effects of the mechanical  
resonance and the electrical dynamics in the high 
frequency range are eliminated by  a low pass filter. 
Hence the angular  velocity reference ~ r , !  and the 

predicted angular velocity ~p,~ in the Laplace 
t ransformat ion are related by  

k / 2 r ,  ! 
12Prd - s + p (4-1) 

where s is the operator  of Laplace transformation,  and 
k and p are constants.  The  approximation of equation 

(4-1) in the discrete t ime sys tem yields 

k T ,  1 
w/ , .d -  1 + p T, w ~ l +  1 + p T, OJ/~'~l (4-2) 

i and w~l  denote the predicted angular where wp~ 
velocity wvr a and the angular velocity reference w~i at 

t ime i in the discrete t ime system, respectively. T, 
denotes the sampling t ime of the discrete t ime system. 

Let the detected value of the angular  velocity be 
w i, the output  of wpird and tha t  of w i through the low 

i and w~ respectively. The rule to pass filter be wvrd, F 
judge whether a fault occurs or not is as follows: 

} Iwv,/ ,V- wk[ < e = = >  normal  
, - (4 -3 )  

[wvrd, F -  w~[ > e = = >  failure 

where ~ is a positive finite value. 

5. M E T H O D  T O  A N A L Y Z E  F A U L T  P H E N O M E N A  
To analyze faults in the robot,  the authors 

developed a method to know what kind of phenomena  
has occurred in the robot.  When a fault occurs in the 
robot, the transfer  characterist ic of the faulty 
component  changes f rom tha t  in the normal  state. 

The authors model such a change in the transfer 
characteristic by  assuming that  an element should be 
added to the normal  control system. To express this 

idea, a component  in the control system is divided 
into two elements - -  a function element and a fault 
element, which a r e  c o n n e c t e d  i n  s e r i e s  a s  shown in 

Figure 5-1. The  function element is in charge of the 
normal  (without the fault) function, while the fault 
element is in charge of only the effect of the fault. 
Thus the control system of the robot and its faults are 
modeled as shown in Figure 5-2. In the figure, 

Ei(i=1,2,3) denotes each fault element and represents 
the faults as follows: 

E x : faults in the P W M  control  par t  
E 2 : faults in the detection par t  of the a rma tu re  

current  
E3 : faults in the encoder pulse processing par t .  

Let the input and output  of the fault element E i 
be x i and Yi, respectively. When no faults are 

occurred in the robot,  the input to each fault element 
should be transferred directly to the output ,  i.e., Yi = 

x i. Let ni be the number  of fault modes of El. Let the 
transfer  characteristic of E i when the j - th fault mode 

in E i occurs be expressed as: 

Yl = el j (xi) (5-1) 

We call the function eij as a fault modeling function. 
The fault modeling functions for the fault types 

classified in chapter  2 are shown in the column of the 
right end in Table 2-1. In the table, the input and 

output  of E i are expressed as x e and Ye (kffi0,1,2,...), 

respectively,  x12 , Y12 and x13 , 913 in the table axe a 
little different f rom xi0, y~) in the point  tha t  those are 

based on the model including the effects of the blind 
sector in P W M  control circuitt ,  while z~, Yi0 are 
based on the model without  those effects. They  are 
prepared for recognizing fault phenomena  in the 
P W M  control par t .  

To get the transfer characterist ic of each fault 
element of the robot  controller, the input and the 
output  of the element axe calculated independently; 
the input to the element is calculated using only the 
reference da ta  to the robot controller, while the 
output  of the element is calculated using only the 
sensory feedback data.  

The  high frequency components  of the sensory 
feedback da ta  can be eliminated by  a low pass filter so 
tha t  the effects of the quantification error of the 

t The  blind sector is used for protect ion of the  power 
transistors.  
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encoder and the A / D  converter,  the delay caused by  
the electrical t ime constant  of the motor  and the 

effects of other noises can be ignored. The transfer 
characteristic of each fault element is determined 
through the stat ist ical  processing to all the input and 
output  da ta  calculated above and is expressed in a 
mathemat ica l  function. 

The set of the transfer characteristics expressed 
in the mathemat ica l  functions indicates the 
phenomena  occurred in the robot. 

The diagnostic system recognizes the 
phenomena by  comparing the transfer characteristics 
of the robot controller with the model expressed as 
the fault modeling functions for all the types of fault. 

Xll ~ Yll a n d  x21 4:Y21 -----> 

Xll --~ Yll a n d  x21 ~ Y21 - - - ' ->  

Xll ~ Yll a n d  x21 = Y21 - - - >  

E 1 fault 
E2 fault 
E 3 fault 

This set of rules can be represented in a fault tree as 
shown in Figure 6-1. 

The heuristic knowledge derived through the 
experiments can be added to the fault tree. The fault 
tree needs to be extended by  the knowledge through 
experiments repeatedly. Using the systematic 
analyses and knowledge derived through experiments, 

a fault tree for the robot controller is constructed as 
shown in Figure 6-2. 

6. METHOD OF FAULT P A R T  IDENTIFICATION 

6.1. I N T E G R A T I O N  OF K N O W L E D G E  A B O U T  
FAULTS 

The knowledge available for the fault par t  
identification of the robot controller are classified as 
follows: 

(1) knowledge about  the s t ructure  and functions of 
the system, and 

(2) knowledge about  the relations between fault 
phenomena and faults, and 

(3) knowledge derived through experience or 
heuristic knowledge. 

Fault  tree is adopted to express and integrate 
these knowledge about  faults. 

Let us illustrate the method of integrating 
knowledge with an example. The control system 
shown in Figure 2-1 has two outputs  (the angular 
velocity w and the a rmature  current /)  for one input 
(the applied voltage V0). Utilizing this feature, 
effective information for diagnosis can be derived; the 
method is to calculate the input and output  in two 
ways by changing the combination of input and 
output  and to compare both  results. With this aim, 
let us introduce new inputs and outputs  of fault 
elements. Let the input and output  of E 1 calculated 
using only the V 0 and ca be Zll and Yll, respectively. 
Next, let the input and output  of E 2 calculated using 
oidy V 0 and I be  x21 and Y21, respectively. On the 
contrary, Xio and g/0 (iffil,2,3) in Table 2-1 are 
calculated using all of V0, w and L These 
dependencies are summarized in Table 6-1. Utilizing 
the difference between the combinations, we get a set 
of rules for judgement  of the fault component  among 
E1,E 2 and E 3 as follows: 

6.2. INFERRING M E C H A N I S M  A N D  
KNOWLEDGE R E P R E S E N T A T I O N  

As described above, the fault tree needs to be 
modified repeatedly through experiments. The 
framework of the product ion system is considered to 
be suitable for the diagnostic sys tem - -  it allows us to 

develop the knowledge base step by step and also 
gives us opportunities to add new knowledge derived 
heuristically in the fields. 

The inferring process is split into two phases 
(1) to search in the fault tree, and (2) to check over 
the result of the search. In the first phase, all the 
events in the fault tree which become true by  the 
results of the fault analysis are collected by the 
forward reasoning method.  Star t ing from the top 
event in the fault tree, each event is evaluated from 
top to bot tom.  

Each event can be represented by  the items 
shown in Figure 6-3. Event  status in the figure denotes 

the status of each event in the process of the 
inference. To contain this s ta tus  in the system, each 
event is assigned a variable - -  an event status variable. 

An event s tatus variable should indicate the status of 
one of "not evaluated",  " t rue"  and "false". Every 
event s tatus variable is initialized to be "not 
evaluated" at the s tar t  of the inference and is 
changed if needed in the process. The format to 
represent each rule is shown in Figure 6-4. 

In phase (2) of the inference, the events which 
become " t rue"  in the first phase of inference are 
checked over the overlaps and the inconsistencies of 
events. 

7. C O N F I G U R A T I O N  
DIAGNOSTIC SYSTEM 

OF THE FAULT 
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The pro to type  of the diagnostic system is 
composed of two modules - -  the fanlt detection and 

analysis module (FDAM) and the fault par t  

identification module (FPIM).  The FDAM is built in 
the robot controller. I t  is in charge of the fault 
detection and the fault  analysis. The FPIM is outside 
of the robot controller and is constructed on a time- 
sharing based operat ing system. I t  is in charge of the 

fault par t  identification. 
Thus the diagnostic system is distr ibuted into 

two computers  - -  one is configured to be suitable for 
real-time processings and the other is configured to be 

suitable for AI-based, memory-demanding  processings. 

7.1. FAULT DETECTION AND ANALYSIS 

MODULE 
As shown in Figure 7-1, the configuration of the 

FDAM is based on CPU80186 (fault detection CPU) 
and floating co-processor 8087. The fault detection 

CPU communicates  with servo CPU via the dual-port  
RAM and with the FPIM via the serial port  (RS- 

232C). 
The  outline of the process in the FDAM is 

shown in Figure 7-2. Before the operation of the 
robot, the fault detection CPU synchronizes with the 
servo CPU. I t  gets servo da ta  via the dual-port  RAM 
during the operation of the robot,  and detects a fault. 
Once it detects  a fault, it issues an emergency stop 
command  to the robot  after collecting the servo da ta  
for a short period (current ly the period is set to about  
20 milliseconds). I t  then analyzes the fault 
phenomena,  converts the results into ASCII  strings 

and t ransmits  them to the serial port .  

par t  and prints out the results. 

8. EXPERIMENTS AND DISCUSSIONS 
The experiments to evaluate the methods are 

carried out on a 5-axis manipulator .  An adapter  to 
cause faults in the manipula tor  was added to its 
controller. During the operat ion of the manipulator ,  

each type of fault was caused experimentally.  Then 
the diagnostic system was examined whether  it could 
detect them or not,  how it analyzed the fault 
phenomena  and how it could identify the faulty part .  

The  fault types selected to carry out 
experiments  are fault-2,-3,-4,-6 and -7 in Table  2-1. 
Ten different speeds of the manipula tor  are selected 
for every fault type. The  speeds are varied f rom-100% 
of the m a x i m u m  speed of the manipula tor  to +100% 

of it at  the interval  of 20%. Five trials are carried out 

for every combination of a fault type and a speed. 

8.1. EXPERIMENTS OF FAULT DETECTION 
To judge whether  a fault occurs or not, the 

threshold ¢ in equation (4-3) should be determined 
before the experiments.  The procedure to determine it 

is as follows: 
(1) to measure the responses of the manipula tor  in 

the normal  s tate  for a sinusoidal velocity reference 
input, and 

(2) to calculate the value of Iw/,d,F -- c#/F l, and 
(3) to set the value of ~ for the double of the 

¢ t t i  maximum value of]  prd, F -- ~ k l  derived in (2). 
Let us define t h e / a u l t  detecting rate (FDR)  and 

the misreporting rate (MRR) as follows: 

7.2. FAULT PART IDENTIFICATION MODULE 
As shown in Figure 7-3, the FPIM is composed 

of the da ta  input  and analysis part ,  the inference par t  

and the display part .  The inference par t  is 
constructed as a product ion system and is composed 
of the inference engine, the knowledge base (rule 
base), the fact base, the threshold table, the event 
s ta tus  table and the work area. The  threshold table 
contains the threshold values to judge whether the 
antecedent  par ts  of the rules are true or not. 

The  outline of the process in the FPIM is shown 
in Figure 7-4. The  F P I M  gets the results from the 
FDAM in the format  of ASCH strings via the serial 
port .  The  da ta  input and analysis par t  analyzes the 

strings and stores the results into the fact base in the 
inference par t .  The inference par t  identifies the faulty 

F D R  = 

M R . K =  

number of correct fault detection 

n u m b e r  of all trials 

number of misreporting fault when no faults 

number of all trials 

As the result of the experiments,  the FDR is 1.0 
(100%) and the M R R  is 0.0 (0%). Tha t  is to say, the 
diagnostic system could detect  every fault type tested 
correctly - -  no failures in detection and no 
misreportings of faults. 

Table  8-1 shows the m a x i m u m  time among five 
trials to detect  each type of fault. I t  shows the 
interval  from the occurrence of a fault  to its detection. 
As shown in the table, the diagnostic system could 
detect the faults quickly. But in the cases of the 

fault-3 at negative speeds, the results show that  it 
took ra ther  longer t ime than  other cases. The  causes 
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of the delay in detection in these cases are considered 
as follows: 

(1) the direction of the motion of the faulty axis is 
perpendicular, and 

(2) the negative speed means the axis was moving 
downward, and 

(3) the fault-3 is the type in which the applied 
voltage of the motor  becomes 0V. 
Because of these three causes, the axis is considered 
to have begun the free falling motion by the 
gravitational force and the inertial force when the 
fault occurred. At the early stage of the motion, the 
velocity of the free falling motion and the velocity 
reference does not differ so much. Thus the velocity 
fed back is regarded as normal by the diagnostic 
system at first. The  diagnostic system did not 
recognize a fault until  the difference became sensed. 
This is why the fault detection took a little longer 
time. It is regarded as a special case in which the 
effects by the faults did not appear quickly in the 
output  and the robot was recognized as being "quasi- 
normal".  

Except this, the time to detect each fault is at 
most 11.2 milliseconds. 

8.2. EXPERIMENTS OF FAULT ANALYSIS 
As shown in Table 2-1, the generic form of fault 

modeling functions are as follows: 

Ymn m art m Xrn n 4" ~rnn (8-1) 

The goal is to get the values of arm and bran. 
The procedure of the calculation is as follows: 

(1) to calculate z. , .  and y,~ from servo data  
(applied voltage of motor,  armature current, and 
angular velocity), 

(2) to calculate a,,~ and b,,,~ from z,,~ and y,,~ 
using the method of least squares. 

Table 8-2 shows the results for the fault types at 
speeds of 60% and -60% with the coefficients in the 
fault modeling functions. Compared with the 
corresponding coefficients, the parameters amn and 

bran are considered to be predicted precisely except in 
the case of the fault-2 at the speed of-60%. The cause 
of this difference is considered as follows. The fault 
type is that  of no negative motor  voltage, and the axis 
was moving in the negative direction, so that  the 
voltage of the motor  saturated quickly after the 
occurrence of the fault and stayed near that  value. 
Therefore, the effects of the fault on the parameters  

appeared mainly in b12 - -  which denotes the offset - -  
not in a12 (gain) by the method of least squares. 

8.3. EXPERIMENTS OF FAULT PART 

IDENTIFICATION 
As the result of the experiments, the diagnostic 

system could identify the faulty par t  correctly for 
every fault type tested. Table 8-3 shows the data  of 
time spent in the inference. The da ta  indicate the 
interval from the time when the fact base is complete 
to the time when the inference part  finishes printing 
out the results on CRT. The da ta  axe measured using 
the system calls on a time-sharing based operating 
system[14] on which the FPIM is constructed. The 
average time and maximum time among all the fault 
types tested are 495 milliseconds and 835 milliseconds, 
respectively. Thus it is shown that  the diagnostic 
system could identify the faulty par t  for the faults 
tested correctly and quickly. 

9. CONCLUDING REMARKS 
This paper presents the methods to diagnose 

faults in robots. The diagnostic process is divided 
into three stages - -  fault detection, fault analysis and 
fault part  identification - -  and the method for each 
stage is described. 

The authors developed a prototype of the 
diagnostic system to verify the methods and carried 
out experiments on a multi-axls robot manipulator. 
The results axe as follows: 

(1) the diagnostic system could detect every fault 
type tested quickly and correctly - -  no failures in 
detection and no misreportings of the faults, 

(2) it could also identify the faulty part  correctly 
and quickly for every fault type tested. 

Thus the methods are effective and valid for the 
fault diagnosis of robots. 
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Figure 2-i. Conceptual configuration of hardware system 
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Table 2-1. Classification of faults 

Fault type I Cause of fault I Phenomena by fault Fault modeling function 
i 

fau l t - i  Trl stuck at OFF & Tr2 at OH , or Motor voltage value unahle to be y , ,=O.Sx ,3 -O.SV, , ,  ( "  
stuck at at Tr4 OFF & Tr3 OH positive 

fault-2 Trl stuck at ON & Tr2 at OFF, or Motor voltage ~lue unable to be y~z=O.5x:z+O.SV.,.  ( "  
Tr4 stuck at ON & Tr3 at OFF i negative 

Trl stuck at OFF & Tr2 at OFF. or i Motor voltage is always 0 V y=a:O 
fault-3 Tr4 stuck at OFF & Tr3 at OFF, or 

ITrl stuck at ON & Tr2 at ON . or 
Tr4 stuck at ON & Tr3 at ON 

Trl stuck at OFF, or Motor voltage is always 0 V when ! 
faultm4 Tr4 stuck at OFF. or voltage reference is positive, but y~m=O (x=~O) 

Tr2 stuck at OH , or axis moves nor~aly when voltage yLm=Xta (X,~<O) 
Tr3 stuck at GH reference is negative 

Trl stuck at ON , or Axis moves nor~ly when voltage 
fault-5 Tr4 stuck at OH . or reference is positive, but y,,=x,, (x~e~O) 

Tr2 stuck at OFF, or motor voltage is always 0 V when y , ,  =0 (x,e<O) 
Tr3 stuck at OFF voltage reference is negative 

Phase A stuck at LOW , or Axis shows unexpected movement ! y3, =0 
fault-6 Phase A stuck at HIGH. or 

Phase B stuck at LOW , or i 

Phase B stuck at HIGH 

Up pulse stuck at LOW. or Axis shows unexpected movement when y,==O (xam~O) 
fault-7 Up pulse stuck at HIGH velocity reference is positive, but yae mR3, (x3,<O) 

~ves no~al ly  when negative 

Down pulse stuck at LOW, or Axis moves normally when velocity y 3 g = x a ,  (x~m~O) 
fault-8 Down pulse stuck at HIGH reference is positive, but shows y3a=O (X3e<O) 

unexpected movement when negative 

fault-9 gain change in output of current Control characteristics change yza = axz9 ~'" 
detecter 

fault-lO i offset appearance in output of Control characteristics change y 2, = x2,  + b ~ ' "  
!current detecter 

"~ V,,, is the maximum value of voltage that the motor can hold. 
• "~ a and b are constants. 

velocity reference)_ Velocity control system I vel° i i ty 
of each axis [ = 

~" [ detected velocity ! 
judge result 

= whether fault > '. 
Mathematical model predicted velocity occurred : 
of velocity control 
system of each axis : . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ', 

{ .MECHANISM OF FAULT DETECTION 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  , 

Figure 4-1. Method of fault detection 

I I I, 

yJ ~ x ~  

Figure 5-2. Fault modeling of control system 

element I -lelement 

Control component 

Figure 5-i. Expression of 

each c o n t r o l  component 

Nomenclature: 
VO : Applied voltage 
I :Ar=ature current 
w : Angular velocity 
Kpum : Gain of PSOi circuit 
Kb : Voltage constant 

Kt  : Toque. constant 
Kad:Gain of A/D converter 
R : Armature resistance 
J : Inertia moment of motor and arm 
C :Viscous f r ic t ion  constant of axis 
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Table 6-1. Specification of  Xik,yi~ 

Fault 

element 

EL 

E~ 

O: 

Input & output of 
fault modeling 

function 

Xl i  y l l  

Xie yie 
Xz, ¥i ,  

sad X :not used 

Sago data 

V,l I I c,l 

O l O  o 

o olo 
o o 
o x PWN control I [ Cur 

part fault  

l axis-i fault 1 

Current detection I 
part faul t  

y kx, ,  ~ Y2,/ 

Encoder pulse processin--g~ 
part fault  / 

Figure 6 - 1 .  B a s i c  f a u l t  tree 

l axis I .  fault ] 

2, l 
\a,,~i b,.*O/ ] 

P~M control encoder circuit 
C rcuit fault I fau t I 

v .,n..-.,,..o,<,, m i,,.,or< . . . . .  t ' '  I 
I , -co J 

t volt " ~b I i~-Ymax/2J motor ,~.) ~ (-".~i!-) ¢ (';,".'.:'1 (B;~:m~ 
pi,,,, \ ~  

Event id : #** F i g u r e  6 - 2 .  F a u l t  t r e e  ( p a r t )  
Event status : DOWN 
Fault component: current detection part 
Cause : faul t  in axis i control system 
Antecedent : a , , ; e l  && b,, ;eO && ...... 
Consequent : armature current 

detection part fault  I l l  

Figure 6 -3 .  Expression of an even t  

in fault t r e e  

F,OL, D~EC, IONNOOUL~ ;)~t 
ISI~o I Dual port Fault detection 

- EAM CPU S 1 
80186 + 8087 

4 Kbytes j [ 

F- I Io, IIoI 
128 Kbytes 128 Kbytes 

i 

A 

) 

i f  ((condition about event status variable 1) $$ 
(condition about event status variable 2) $$ 

(antecedent I) $$ 
(antecedent 2) $$ 

) 
then [ 

activate consequent t; 
activate consequent 2; 

$$ : logical operator(~D or OR") 

Figure 6-4. Format of a rule 

Figure 7-I. Configuration of FDAH 
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e$ 

{ Run fault detection ~ 
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for fault analysis and 

fault part identification 

No 

Issue emergency stop 
command to robot 

{Fault analysis~ 
+ 

Output results of 
fault analysis 

Figure 7-2. Flow in FDAH 

S T A R T  

~ Yes 

I I°ference <P"ase 1> { 
& 

[ Inference (Phase 2 ) }  
+ 

[Print  the results  { 

Figure 7-4. Flow in FPIM 

I I Inference part 

Inference e~ine 

input and Fact base Ru 
port analysis 

: table i i table 
I: 

base 

Work 
area 

Display part 

Figu re  7-3. C o n f i g u r a t i o n  of FPIH 

Table 8-1. Maximum time for fault detection (milliseconds) 

{ speed i'-100% -80% 

Fault-2 4.8 4.8 

Fault-3 24.8 24.0 

Fault-4 - I - 
i 

Fault-6 1.6 , 1.6 

Fault-7 {' I i - -  I - -  

-60% { -40% 

4.8 4.8 

22.4 25.6 

0.8 0.8 

-202 { 20% 

4.8 7.2 

23.2 9.6 

- 11.2 

0.0 1.6 

- 1.6 

4O%. L 6O% 
i 

8.0 7.21 8.0 

9 . 6 !  9.6 10.4 

9.6 8.8 

0.8 0.8 j 0.8 

0.8 0.8 { 1.6 

8O% I00% 

I 8.0 
8.8 

8.8 9.6 

0.0 

! 0.0 

Table 8-2. Results of parameter identification 

in fault anaiysis 

Fault type speed a,z b,2 

+60% 0.5 50.0 i 
0.384 43.71 

Fault-2 
-60% 0.5 50.0 

1.172 112.9 i 

upper row : predicted value 
louer row : detected value 

Fault type 

Fault-3 

Fault-4 

speed 

+60% 

-60% 

+60% 

-6O% 

ala bti 

0.0 0.0 
0.055 11.7 

0.0 0.0 
-O.O0? -21.1 

0.0 0.0 
-0.221 34 .0  

! 
0.0 O0 
3.113 -12.9 ] 

Fault type,speed 

+60% 

Fault-6 
-60% 

+60% 

Fault-7 
-6O% 

aJa  b{~ 

0.0 0.0 
-0.010 0.1 

0.0 0.0 
0.005 0.0 

0.0 0.0 
0.000 0.0 

0".0 0.0 
0.000 0.0 

Table 8-3. Time for fault 

part identification 

Inference time 
Fault" type (milliseconds) 

m a ~ i ~  = average 
! 

Fault-2 772 515 

Fault-3 749 529 

Fault-4 762 386 

Fault-6 759 497 

Fault-7 835 550 
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