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Abstract 

We discuss the efficiency of data link protocols for 

non-FIFO physical channels. We consider three re- 
sources: the number of packets that have to be sent, 

the number of headers, and the amount of space 

required by the protocol. We prove three lower 

bounds. First, we show that the space required 

by any protocol for delivering n messages using less 

than n headers can not be bounded by any function 

of n. Second, we prove that the number of packets 
that have to be sent by any data link protocol us- 

ing a fixed number of headers in order to deliver a 

message is linear in the number of packets that axe 

delayed on the channel at the time the message is 

sent. Finally, we introduce the notion of a proba- 

bilistic physical channel, in which ‘a packet is lost 

with probability Q. We prove an exponential lower 

bound, with overwhelming probability, on the num- 

ber of packets that have to be sent by any data link 

protocol using a fixed number of headers, when it is 

implemented over a probabilistic physical channel. 
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1. Introduction 

One of the basic tasks of a communication net- 
work is to deliver a sequence of messages from 
a transmitting station to a receiving station. 
In the hierarchical decomposition of communi- 
cation networks into abstract layers ([Tanal]), 
this task has to be accomplished by the data 
link layer. Although this task is so basic, the 
protocol that is used to impLement the data 
link layer may be very complex, especially, 
when the communication channel is unreliable. 

In this paper we discuss the tractability, or 

rather intractability, of bounded data link layer 
protocols for unreliable channels. The unreli- 
able channels we consider are non-FIFO chan- 
nels. Such channels may either delete or im- 
pose an arbitrary delay on any packet sent 
over it. We measure the efficiency of a data 
link protocol using three parameters: (i) The 
number of packets sent by the protocol. (ii) 
The amount of additional information (head- 
ers) sent by the data link layer protocol with 
each packet. (iii) The boundneas of the proto- 
col. We show that the boundness of the proto- 
col is an abstraction of the space required by 
the protocol. 

Our first result is th-at.-any .&bounded pro- 

tocol requires n headers to deliver n messages, 
even if k is a function of 7~. This means that 
the space required by any protocol that uses at 
most n - 1 headers to deliver n messages can 
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not be bounded by any function of n. In con- 
trast, the naive protocol (which delivers the i- 
th message using the i-th header) uses n head- 
ers to deliver n messages in O(logn) space. 

The second lower bound is on the number of 
packets that have to be sent in order to deliver 
a message by any protocol with a fixed number 
k of headers. We show that this number is at 
least l/k times the number of packets that are 
delayed on the channel at the time the mes- 
sage is sent. This lower bound shows that the 
protocol proposed by [Afe88] is optimal in that 
sense. 

For the third lower bound we introduce a 
model of a probabilistic physical layer with er- 
ror probability Q. In a probabilistic physical 
layer a packet can be delayed on the channel 
with probability q. This model is more real- 
istic in the sense that the “average” behav- 
ior of the channel is considered and not its 
“worst case” behavior which may happen only 
with very low probability. For such channels 
we prove an exponential lower bound on the 
number of packets sent. Specifically, in order 
to deliver n messages at least (1 + q - en)n(n) 
(where e, = 0(1/a) packets have to be sent 
with overwhelming probability. The protocols 
proposed by [AFWZ88,Afe88] match our lower 
bound, showing it to be tight. 

Our conclusion from all these lower bounds 
is that any data link protocol with a bounded 
number of headers will suffer from major draw- 
backs. From a practical stand point it is prob- 
ably better to pay the penalty of unbounded 
headers rather than paying in the enormous 
growth of both the number of packets and the 
space that any bounded protocol consumes. 

The data link layer has received a lot of 
attention lately [LMF88,AFWZ88,WZ89]. In 
[LMF88] the first formal specification of the 
data link layer was given. For a non-FIFO 
channel, they introduced the notion of le- 6. 

boundness, and proved that there is no pro- 
tocol that is k-bounded, for some fixed k, and 
uses a bounded number of headers. Specifi- 
cally, they showed that iI(n/k) headers are re- 
quired to deliver n messages. Note that if we 
allow k to be linear in n then this lower bound 
becomes tzivial. One may suspect that the ma- 
jor reason for the impossibility is the restriction 
that k is a constant, and enabling k to depend 
on the number of messages would in fact admit 
a protocol with o(n) headers. Our first lower 
bound shows that this is not the case. 

In [AFWZ88] a protocol with a bounded 
number of headers for communicating over 

a non-FIFO channel is given. There are a 
few disadvantages that make the protocol of 
[AFWZ88] not suitable for practical applica- 
tions. First, the amount of information that 
has to be recorded is very large. This number 
is unbounded by any function of the number 
of messages delivered. Our first lower bound , 
shows that this must be the case. Second, the 
number of packets that have to be sent in order 
to deliver a message depends on the number of 
previous packets exchanged. The number of 
these packets grows very rapidly, and even in 
the best case it is exponential in the number of 
messages delivered. In [Afe88] the dependency 
was improved to be linear in the number of 
packets that are delayed on the channel at the 
time the message is sent. Our second lower 
bound shows that this the best one can do. 

[WZ89] prove some impossibility results in a 
non-uniform model, in which the transmitter 
knows all the messages that have to be deliv- 
ered in advance. They also assume that the 
set of possible input sequences is restricted to 
some countable set. 

Finally, we remark that all our results can 
be extended to transport layer protocols (see 
[Tan81]) over non-FIFO virtual links. Recall 
that the task of the transport layer is to estab- 



lish reliable host to host communication. 

The paper is organized as follows. In Sec- 
tion 2 the communication model is described. 
In Sections 3 and 4 the lower bounds on the 
boundness and number of packets sent by any 
protocol for delivering n messages using less 
than n headers are proved. The analysis of the 
probabilistic physical layer is given in Section 
5. 

2. The communication model 

In this section we describe the model of the 
communication network used in the paper. 
Our model is based on the model defined in 
[LMF88]. For the sake of brevity we tried 
to keep the description less formal. A for- 
mal specification of the model can be found 
in [LMFS~]. 

Communication networks are decomposed 
into layers. (See [Tan81].) Each layer has a 
particular abstract behavior. This abstract be- 
havior is provided for the use of the next higher 
layer, and is implemented in terms of the ab- 
stract behavior of the next lower layer. In this 
paper we consider the two lowest layers: the 
physical layer and the data link layer. 

The physical layer is the lowest layer in the 
hierarchy, and is implemented directly in terms 
of the physical transmission media. The trans- 
mission media considered in the paper are as- 
sumed to be unreliable. Because of this unreli- 
ability the physical layer does not ensure that 
a message that is sent will be received, and 
also it does not ensure FIFO behavior; that 
is, messages are received on the physical chan- 
nel not necessarily in the same order as they 
are sent. .However, we assume that the physi- 
cal layer ensures that the received messages are 
not corrupted. 

The data link layer is the next higher layer 

in the network hierarchy. In contrast to the 
physical layer, the data link layer ensures reli- 
able data transfer, though only across one hop 
in the network. This means that every mes- 
sage that is sent on a data link to a neighbor- 
ing node is eventually received at the other end 
(unless a link failure occurs) and also that the 
data link exhibits FIFO behavior; that is, mes- 
sages are received in the same order as they are 
sent. Data links are implemented using proto- 
cols that interact by communicating over phys- 
ical channels. 

In the next subsections we specify the be- 
havior of the physical layer and the data link 
layer in more detail. 

2.1. The physical layer 

The physical layer interacts with higher lay- 
ers at two endpoints, a “transmitting station” 
and a “receiving station”. The physical layer 
receives messages called “packets” from the 
higher layer at the transmitting station, and 
delivers some of the packets to the higher layer 
at the receiving station. The packets are as- 
sumed to be taken from a fixed alphabet P. We 
denote a physical layer interacting between the 
transmitting station t to the receiving station 
T by PL’” . 

The physical layer has two actions: an in- 
put action send-p&@“(p), for p E P, and 
an output action Teceiaeqkt*“(p), for p E 
P. The aend-pktt” (p) action represents 
the sending of a packet p on the physical 
channel by the transmitting station, and the 
receive-pkt”’ (p) action represents the receipt 
of a packet p by the receiving station. 

We require that the following properties will 
be satisfied by the physical layer. 

The first property is a safety property that 
says that the physical layer delivers only pack- 
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ets that were previously sent, and that it can 
not duplicate messages. 

(PLl) There is a correspondence 
between the aenLpktc” actions and the 
receive-pktc+’ actions which satisfies the 
following. 

1. 

2. 

Each receioe-pk tt*’ (p) action cor- 
responds to a unique preceding 
send-pktc” (p) action. 

Each send-pktc”’ (p) action corre- 

sponds to at most one succeeding 
teceioe-pkt”“(p) action. 

The second property is a liveness property. 

(PL2) Starting at any point, if infinitely many 
aend-pkt’” actions occur after this point, 
then some Teceive-pktt” action occurs 

after this point. 

A physical layer protocol is a protocol 
that implements the physical layer on a spe- 
cific transmission medium. This implementa- 
tion relies heavily on the specific transmission 
medium used and is not considered in the pa- 
per. 

In the above definition of a physical layer we 
took a very conservative approach. We allowed 
any packet to get lost, or be delivered far in 
the future. However, a more realistic approach 
would introduce some probability into the pro- 
cess. It is customary to consider channels as 
having some fixed probability of error. Thus, 
for a non-FIFO physical layer only a fraction of 
the packets are assumed to suffer a large delay. 

We specify the properties satisfied by a prob- 

abilistic physical layer with a fixed error proba- 
bility q > 0. Property (PLl) remains the same 
as for an ordinary physical layer. The modified 
Proper@ (PL2) is as follows. 

(PL2p) For any send-pkt’+‘(p) a correspond- 
ing receive-pkt”’ (p) is generated imme- 
diately with probability 1 - q. 

..’ 

Note that a probabilistic physical layer sat- 
isfies condition (PL2) with probability one. 

2.2. The data link layer 

The data link layer is implemented using the 
services of the physical layer. Generally, it is 
implemented in terms of two physical channels, 
one in each direction. It provides a reliable 
one-hop message delivery service. 

We again assume that there are two end- 
points, a “transmitting station” and a “receiv- 
ing station”. The data link layer receives mes- 
sages from the higher layer at the transmitting 
station, and delivers them at the receiving sta- 
tion. The messages are assumed to be taken 
from a fixed alphabet M. We denote a data 
link layer interacting between the transmitting 
station t and thp receiving station v by DL”‘. 
It is implemented in terms of the two physical 
layers PJr+’ and PL”‘. In this paper we con- 
sider a data link layer interacting between fixed 
transmitting and receiving stations, therefore, 
we omit the superscript t + v from all the no- 
tations that refer to the data link. 

The data link layer has two actions, an in- 
put action send-msg(m), for m E M, and out- 
put action Teceiae-meg(m), for m E M. The 
send-msg(m) action represents the sending of 
a message m on the data link by the transmit- 
ting station, and the receive-mag(m) action 
represents the receipt of a message m by the 
receiving station. 

We require that the following properties will 
be satisfied by the data link layer. The first 
property is analogous to safety property al- 

c:? ready defined for the physical layer.’ 



(DLl) There is a correspondence between the The input actions of At are: aend-msg(m), 
send-msg actions and the receiae-msg ac- for m E M, receiae-plct”‘(p), for p E P, 
tions which satisfies the following. its output action is send&?“(p), for p E 

1. Each yeces’ae-msg(m) action cor- 
responds to a unique preceding 
send-msg(m) action. 

2. Each send-msg(m) action corre- 
sponds to at most one succeeding 
receive-msg(m) action. 

P. Similarly, the input actions of A’ are: 
receiueqkP’(p), for p E P, its output ac- 
tions are send-pkFt(p), for p E P and 
teceiae,meg(m), for m E ill. 

We define some of the terminology used for 
data link protocols. 

The next property is the FIFO property; it 
guarantees that the messages sent are received 
in the same order. 

(DL2) If receive-msg(m) occurs before 
receive-msg(m’), then the send-msg(m) 
action corresponding to receive-msg(m) 
occurs before. the send-msg(m’) action 
corresponding to receive-msg(m’). 

The last property is the liveness property. 

(DL3) For every 

Definition 1: An execution of a data fink 
protocol is a sequence a of possible data link 
layer protocol actions; that is, a is consistent 
with the local transition functions of the I/O 
automata A’, A’, Pl?“’ and PLrdt. 

Definition 2: For an excution a, am(a) 
and Tm(a) are the numbers of send-msg and 
Teceiae-msg actions in a, &‘(a), Tp+‘(Ol), 
qf3t(a) and rp”*(a) are the numbers of 
send-pkt’” actions, receive-pkt”’ actions, 
send-pkt”’ actions and Teceiae-pkt”’ ac- 
tions in 0, respectively. 

send-mug(m) action there is, eventually, 
a corresponding receiae-meg(m) action. Definition 3: An execution a is valid if it 

satisfies (DLl) to (DLJ). 

Figure 1 gives a schematic description of the 
data link layer. 

2.3. The data link layer protocol 

Definition 4: An execution a is semi-valid 
if there exists al and CYZ such that (1) Q = 
Alan, (2) a1 is valid, and (3) sm(az) = 1. 

A data link layer protocol is used to implement To measure the efficiency of a data link pro- 
the data link layer using the services provided tocol we use three parameters: (i) The num- 
by the physical layer. As in [LMF88] the data ber of packets sent by the protocol. (ii) The 
link layer protocol is modeled by two I/O au- amount of additional information sent by the 
tomata (see [LT87]), one at the transmitting data link layer protocol with each packet. This 
station and one at the receiving station. Note amount is referred to as the header size. (iii) 
that this can be done without loss of generality, The boundneas of the protocol. The relevance 
since an I/O automaton has unlimited compu- of the first parameter is obvious. Below, we 
tation power. We denote the automaton at the define the latter two parameters and give some 
transmitting station by A’ and the automaton motivation to why they measure the efficiency 
at the receiving station by A’. (See Figure 1.) 63 of a p10t0c01. 
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Figure 1: The data link layer 

Headers Data link protocols often have to 

distinguish between packets sent over the chan- 
nel. Since the protocol must work also in the 
case where all the messages that are sent are 
the same, it can not use the content of the 
messages in order to make this distinction. 
Thus, some additional information has to be 
appended by the protocol. A good example 
for this phenomenon is the “alternating bit” 
protocol (see [BSW69]). In this protocol two 
kinds of packets has to be distinguished, this 
is done by appending either “0” or “1” to the 

original messages. To measure the amount of 
additional information [LMFBB] suggested an 
abstract notion based on an equivalence rela- 
tion between packets. In this paper we choose a 
more simplistic approach. We assume that all 
messages sent are the same. In this case the 
number of headers becomes IPI. Notice that 
this number reflects the length of the packets, 
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which must be at least logarithmic in the size 
of ]P]. We refer to this parameter as the num- 
ber of headers. This is done, mainly, in order 
to be consistent with previous terminology. 

We consider the growth of the number of 
headers as a function of the number of mes- 
sages. For a function h and a data link proto- 
col, we say that the number of headers used by 
the protocol grows proportional to h, if for any 
n > 0, in any valid execution a of the protocol 
with em = n at most h(n) distinct packets 
are sent. 

Boundness Informally, the boundness of a 
protocol is an upper bound on the number of 
packets that have to be sent, from any point 
when the physical layer starts behaving in the 
optimal way, until the current message is re- 
ceived. As we show below there is a relation 



between the boundness of the protocol and its 
space complexity. Before stating this relation 
we give a formal definition of boundness. 

We first define constant boundness. For a 
constant k, a protocol is k-bounded if for ev- 
ery semi-valid execution a, there is an exten- 
sion p of the execution, such that: (i) ap is 
a valid execution, (ii) /3 does not include any 
receiaeqltt’r (p) actions whose correspond- 
ing aend-plcP”(p) occurred in a, and (iii) 

8pt-(/3) 5 &. 

The relation between the efficiency of a pro- 
tocol and its boundness is given in the following 
theorem. 

Theorem 2.1: Any data fink protocol A = 

(d’,d’) is t&,-bounded, where Ict and ilr are 

the number of states of the automata At and 

A’, respectively. 

Proof: Let a be a semi-valid execution. We 
prove that there is an extension ,i3, such that: 
(i) afl is a valid execution, (ii) p does not in- 
clude any +eceiaeqkt’“(p) actions whose cor- 
responding send-pkt*“(p) occurred in a, and 
(iii) qW(@) 5 ktt,. The proof is by con- 
tradiction. To obtain a contradiction we show 
that if such an extension does not exist then 
there is an infinite extension that does not in- 
clude any Teceive,mag action. This violates 
(DL3), contradicting the correctness of the pro- 
tocol A. 

To define the infinite extension, we consider 
the extension 7 resulting from the behaviour 
of the physical layer that satisfies the following 
two properties: (1) No packet that has been 
sent while executing a is delivered while ex- 
ecuting 7. This implies that the extension 7 
does not include any Teceive-pLtt”(p) (resp. 
receiae-pkt”t(p)) actions that correspond to 
send-pttf” (p) (resp. send&t”‘(p)) actions 
that occurred in Q. (2) A packet that is 
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sent while executing y is delivered immedi- 
ately. This implies that each send-pkt’“(p) 

(resp. send-pki”‘(p)) action is followed 
by the corresponding receive-plct’“‘(p) (resp; 
receiae-pkt”-“(p)) action. Let 7 be the short- 
est such extension where 8pt*r (y) > A&. By 
our hypothesis, sm(r) = 0, or otherwise a valid 
extension p exists. 

Let (qf,qf) be the states of At and A’ at the 
end of a and let (qj,qf) be the states of At and 
A’ after the i-th Teceive-pk@“(p) action. No- 
tice that there must be some 0 5 i C j 5 btk, 
such that (qi,qf) = (dd). Let 7 = 717273, 

where yi is the prefix of y until (and includ- 
ing) the i-th receiwe-pkt’+‘(p) action, 7s is the 
part of 7 consisting of the actions after the i-th 
receive-pttt” (p) action, until (and including) 
the j-th receive-pktt” (p) action, and 73 is the 
suffix of 7 consisting of the actions after the j- 
th Teceiae-pktt” (p) action. 

It can be shown by a simple induction that 
I times 

the extensions 71 and 71 D, for any I > 0, 
are indistinguishable by both A* and A’. This 
is, since (qj,qj) = (qi,qj) and all the packets 
delayed on the channel at the end of a!yr are 
the same as the packets delayed at the end of 
a7l’yz. We conclude that since ay is a possible 
execution, the infinite execution a717272 . . . is 

also possible. However, this infinite execution 
does not consist any Tecee’ae-meg(m) action; a 

contradiction. cl 

The above theorem shows that the bound- 
ness condition can be viewed as an abstraction 
of the space complexity of the protocol. By 
proving a lower bound on the boundness we 
prove a lower bound on the space required by 
the protocol. 

In [LMF88] it was shown that any k-bounded 
data link protocol (for any constant Ic) con- 
structed to use a non-FIFO physical layer for 
delivering n messages requires n/n headers. In 



this paper we consider the case when the proto- 
col is not constant bounded, but bounded by a 
function of the execution. It seems reasonable 
to make the boundness of a protocol be a func- 
tion of the specific execution. For example, it 
would be reasonable to ask that the length of 
the extension of a semi-valid execution a will 
be shorter in the case a reflects an optimal be- 
havior of the physical layer rather than in the 
case (I! reflects a “noisy” behavior of the phys- 
ical layer. Also, it would be reasonable to ask 
that the length of the extension will be propor- 
tional to the number of messages delivered so 
f&I. 

In view of this we consider two possible func- 
tions for the boundness. The first is a function 
of the number of messages delivered so far, and 
the second is a function of the number of pack- 
ets that were sent from t but were not received 
by 7. Let f be a function. 

Definition 5: A protocol is Mi-bounded if 
for every semi-valid execution tz, there is an 
extension /3 of the execution, such that: (i) 
a@ is a valid execution, (ii) /3 does not in- 
clude any veceiae-pi: tfdr (p) actions whose cor- 
responding aend-pkt”‘(p) occurred in a, and 

(iii) v”‘(B) I fb44). 

Definition 6: A protocol is P’-bounded if 
for every semi-valid execution CY, there is an 
extension @ of the execution, such that: (ij 
afl is a valid execution, (ii) /3 does not in- 
clude any receive-pk tt”(p) actions whose COI- 
responding send-pkt”‘(p) occurled in a, and 
(iii) q+“(p) < f(spf”(a) - q+-(a)). 

We remark that the definition of bound- 
ness used here differs from the one used in 
[LMF88,AFWZ88]. In [LMF88,AFWZ88] the 
boundness is defined only with respect to ex- 
tensions of semi-valid executions that end with 

the boundness is defined with respect to exten- 
sions of any semi-valid execution. Our defini- 
tion is similar to the one used in [WZ89]. 

3. A lower bound for Mf-bounded 
protocols 

In this section we prove: 

Theorem 3.1: Let f be any function. Any 
Mj-bounded data link protocol for sending n 
messages zeqniles n headers. 

This theorem extends the result of [LMF88] 
that considered only constant bounded data 
link protocols. 

Proof: First, we show that it is .sufficient 
to consider only functions which are monoton- 
ically non-decreasing. Suppose that f is not 
monotone. Define a new function f as fol- 
lows. For all z 2 0, j(z) = sup,<,{f(y)}. 

Clearly, 3 is monotone and the protocol is Mi 
bounded. Thus, from now on we consider only 
monotone functions. We also assume w.l.0.g. 
that f(1) 2 2. 

The proof is by contradiction. Suppose that 
A = (At, A’) is an Mf-bounded protocol that 
uses less than n headers to deliver n messages. 
Let P = {pi,... ,pk), for some k < n, be the 
set of packets used by A. 

To obtain a contradiction we show that there 
exists an execution a’ of the protocol that 
does not satisfy (DLl). Specifically, the exe- 
cution a’ will be an excution where wn(a’) = 
sm(a’) + 1. Such an execution does not satisfy 
(DLl), and can not be a prefix of any execu- 
tion that does satisfy (DLl). We refer to such 
an execution as an invalid execution. 

To get the execution a’ we assume an ad- 
verse behavior of the physical layer. Recall 

a send-msg (m) action, while in our definition 
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that the physical layer may delay the packets 



arbitrarily. Thus, at each point in time there 
is a set of packets which are isa trunsa’tion from 
the transmitting station to the receiving sta- 
tion. That is, these packets were sent by A* 
but are still delayed on the channel. Consider 
a valid execution ai of the protocol A, with 
Snt(Cri) = i, that ends with a receaae-msg(m) 
action. Suppose that the semi-valid execution 
a;send-msg(m) can be extended by /3 to a 
valid execution a;aeud-mag(m)j!I such that (i) 
0 does not include any send-mag actions, and 
(ii) /I does not include any Teceiue-p&*“(p) 
actions whose corresponding send-pkt*+(p) 

occurred in ai. Observe that if for each 
aend-pat*“(p) action in p there is a copy of 
the packet p in transition at the end of ai, 
then the extension p can be “simulated” by the 
physical layer, simply by replacing each packet 
which is sent by A* in p by the respective 
packet in transition. Let p’ be the resulting 
extension. Clearly, A’ can not distinguish be- 
tween p and p’. Thus its actions in both execu- 
tions are the same, implying that rm(j3’) = 1. 

Now consider the execution a’ = trip’. This 
is a possible execution of the protocol. How- 
ever, since am(o!) = i and Tm(a’) = i + 1, CX’ 

is invalid, i.e., it does not satisfy (DLl). 

Before proving the Claim we show how it 
proves Theorem 3.1. Observe that either we 
can extend cr; , for some 0 < i < k, to an in- 
valid execution, or f(k + 1) copies of p are in 
transition at the end of (Yk, for each packet 
p E pk = P. By of the boundness of the pro- 
tocol the semi-valid execution cukaend,mag( m) 
can be extended by an extension p to a valid 
execution qaend-mag(m)P, such that (i) p 
does not include any send-mag actions, (ii) 
p does not include any Teceive-pktt”(p) ac- 

tions whose corresponding aend,pktt”(p) oc- 

curred in o&t and (iii) sp”“(p) 5 f(k + 1). 
Since f(h + 1) copies of each packet p are in 
transition, for each send-pkt*-*‘(p) action in p 
there is a copy of the packet p in transition. 
Hence, the extension p can be “simulated” by 
the physical layer, to obtain an invalid execu- 
tion 01’ = a#. Theorem 3.1 follows. 

We return to the proof of the Claim. The 
proof is by induction. 

To complete the proof we show that there 
exists an execution a;aend-mag(m), for some 
a’ 5 k c n, that can be extended to an invalid 
execution a’. We construct the execution ai 
inductively, starting from the empty execution 
eye. For the construction we define subsets P; E 
P of packets. The subset Pi contains i packets 
from P. The inductive claim is as follows. 

BASIS The basis is simple. Starting from the 
execution aoaend-msg(m) = send-mag(m), 

the first k!f(k+l)k -k+ 1 packets sent from the 
transmitting station are delayed on the chan- 
nel. The execution ~1 is the valid execution re- 
sulting from the extension of q,send-msg(m). 

Clearly, at the end of ~1, for at least one packet 
p, (k - l)!f(k + 1)” copies of p are in transition. 
We let Pr = {p}. 

Claim: For all 0 5 i < A C n, either the 
execution ai can be extended to an invalid 
execution cr’, or there exists an extension of 
aiaend-mag(m) to a valid execution ai+1 and a 
subset Pi+1 such that for each packet p E P;+l, 
(k-i- l)!f(k + l)k-i copies of p are in tran- 
sition at the end of ai+r. 

INDUCTION Suppose that, for some 1 < a < k, 
ai can not be extended to an invalid execution. 
By the hypothesis, there is a subset Pi such 
that at the end of ai, (k-i)!f(k+l)kS1-i copies 
of each p 6 Pi are in transition. By of the 
boundness of the protocol the semi-valid execu- 
tion a;aend-msg(m) can be extended by an ex- 
tension ,& to a valid execution, such that (i) ,8r 
does not include any send-msg actions, (ii)‘pI 
does not include any Teceiveqkt’“(p) actions 
whose corresponding send-pktt”(p) occurred 
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We make the channel delay all the packets in 
fir which are not from the set P;. We claim 
that at least one of the packets in pr is not 
from the set P;. To see this, observe that if all 
the packets in @r are from the set P; then a; 
can be extended to an invalid execution. (This 
is, since there are at least f(k + 1) copies from 
each packet in Pi-) Let p^l be the prefix of /3r up 
to the first ~ecei~eq,kt*” (p), such that p 4 Pi. 
(This implies that p is in transit in QI;&.) 

Now consider the semi-valid execution . 
cu; send,msg(m)pr . Again, by the boundness 
of the protocol qsend-msg(m)bl can be ex- 
tended to a valid execution by an extension 

B2, such that (i) fis does not include any 
send-mag actions, (ii) /3~ does not include any 
teceiaeqtt”r (p) actions whose corresponding 
send-pki’” (p) occurred in a;send-meg(m) , 
and (iii) dp*-*‘(/32) 5 p(i + 1) s f(k + 1). We 
make the channel delay all the packets in Pa 
which are not from the set Pi. We claim that 
at least one of the packets in /32 is not from the 
set Pi. Otherwise, since at least 2f(H + 1) 5 
(&i)!f(k+1)~+1-’ copies of each p E Pi are in 
transition the channel would be able to “simu- 
late” the extension @r/32, and hence to obtain 
an extension of ai to an invalid execution, con- 
tradicting our assumption. Let as be the pre- 
fix of /32 up to the first Teceiwe-p&t’“(p), such 
that p # Pi. 

Let t = (t-i)!f(k+l) k-i. Since (k-i)!f(lc+ 

1) 
k+l-i =tf(k+l)copiesofeachpE Piarein 

transition, the same procedure can be repeated 
t times, to produce the extension bl& l l Q&, 
causing the delay of (k - i)!f(k + l)“-’ copies 
of packets which are not in Pi. Clearly, for 
at least one packet p of the & - i packets not 
in Pi, (k - i - l)!f(k + l)k-i copies Of it Will 

be in transition. The new subset Pi+1 will be 

P; U {P}. cl 

4. A lower bound for Pi-bounded 
protocoh 

Suppose that we are given a data link protocol 
for delivering n messages using. k < R headers. 
In this section we prove a lower bound on the 
boundness of the protocol as a function of the 
number of packets that are in transit. 

Theorem 4.1: Any protocol for delivering 

n messages using k < n headers can not be 

Pf-bounded for any monotonically increasing 
function f such fhat f(l) 5 [Z/kJ j for some 

1 C n. 

Proof: The proof is by contradiction. Let f be 
some monotonically increasing function such 
that p(Z) 5 Ll/kJ , for some integers k < n 

and I< n. Suppose that A = (A’, A’) is a Pf- 

bounded protocol that uses k headers to deliver 
n messages. Let P = {PI,. . . , pk} be the set of 
packets used by A. 

To obtain a contradiction we show that there 
exists an invalid execution (r’ of the proto- 
col that does not satisfy (DLl). Specifically, 
the execution a’ will be an excution where 
7712(d) = 8m(a’) + 1. 

We construct the execution Q’ using a 
method similar to the one used in the proof 
of Theorem 3.1. Let ai be a valid execution of 
the protocol A, with &r (ai) - vpt”(cYi) = i. 
We show that there exists an execution ai, for 
some i s I < n, that can be extended to an 
invalid execution a’. The execution a; is con- 
structed inductively, starting from the empty 
execution a0. 

For 1 5 i 5 I and 1 5 j 5 A, let m;j be the 
number of copies of pi that are in transition at 
the end of a;. The inductive claim is as follows. 

Claim: For all 0 5 i < I < n, either the 
execution a; can be extended to an invalid 

c n execution a’, or there exists an extension of 



a;aend-msg(m) to a valid execution a;+1 such 
that (i) for each 1 5 i 5 k, m;+l,j 5 [Z/kj; (ii) 

for some 1 5 j 5 A?, WQ.lj = mid + 1. 

Before proving the Claim we show how it 
proves Theorem 4.1. Let i = k [Z/kJ 5 1. Ob- 
serve that either we can extend a;, for some 
0 5 i < i, to an invalid execution, or [Z/kJ 
copies of each packet are in transition at the 
end of ai. Recall that q?’ (oZ) - ~p~-‘~ (cEZ) = 
i. By the boundness of the protocol the 
semi-valid execution aZsead-msg( m) can be 
extended by an extension /I to a valid execution 
o+send,msg(m)P, such that (i) /? does not in- 
clude any send-mag actions, (ii) p does not in- 
clude any receive-pkt”‘(p) actions whose cor- 
responding aendgkt’” (p) occurred in (YZ, and 
(iii) apt+(p) 5 f(i) 5 f(Z) 5 [Z/kJ. Since 
[Z/kJ copies of each packet p are in transition, 
for each send-pktt+’ (p) action in /I there is a 
copy of the packet p in transition. Hence, the 
extension p can be “simulated” by the physical 
layer, to obtain an invalid execution 01’ = aZfl’. 
Theorem 4.1 follows. 

We return to the proof of the Claim. The 
proof is by induction. 

BASIS Starting from the exe- 
cution cwoaend-mag(m) = send-msg(m), the 
first packet sent from the transmitting station 
is delayed on the channel. W.1.o.g. assume 
that this packet is pl. The execution cy1 is the 
valid execution resulting from the extension of 
aoaend-mag(m). We have that ml,1 = 1. 

INDUCTION Suppose that, for some 1 < i < I, 
Cri can not be extended to an invalid execu- 
tion. By of the boundness of the protocol 
the semi-valid execution a;aend-msg(m) can 
be extended by an extension p to a valid exe- 
cution satisfying properties (i)-(iii) above. We 
claim that for at least one packet pi, such that 
mi,j < [Z/kJ, th e number of send-pkP”(pj) 
actions in /3 is more than m;j. To see this, ob- 
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‘sreve that otherwise the physical layer would 
be able to “simulate” p by an extension p’, 
which would be indistinguishable by A’ from 
p. This would imply that the execution (yip’, 
which violates (DL8), is a possible execution of 
A. 

We make the channel delay the first packet 
pj sent in /3. The execution oi+l is the 
valid execution resulting from the extension of 
a;aend-mag(m)b, where b is the prefix of p up 
to the first receiwe-pktt”(pj) action. Clearly, 

mi+-ij = mij + 1 5 WI * cl 

The theorem implies that for any protocol 
with a fixed number of headers, there exists a 
semi-valid execution a such that the length of 
the shortest extension of CY to a valid execution 
is linear in l/k times the number of packets in 
transit at the end of cr. This bound is tight up 
to a constant factor. [Afe88] describes a data 
link protocol with three headers which is P’ 
bounded, for some linear function f. 

5. A probabilistic physical layer 

Suppose that we are given a data link protocol 
with a fixed number, k, of headers that is im- 
plemented using a probabilistic physical layer 
with error probability q. From the previous 
lower bounds on the boundness of a protocol 
one may deduce lower bounds on the number of 
packets that have to be sent in order to deliver 
R messages. These lower bounds are assuming 
an adverse behavior of the physical layer. That 
is, they are assuming that the packets which 
will be delayed can be determined so that they 
will make the protocol behave in the worst sce- 
nario. Clearly, a, probabilistic physical layer 
can have the same adverse behavior. Thus, the 
lower bounds hold also for probabilistic physi- 
cal layers. However, the probability of such a 
behavior may be very small. Hence, one may 
think that although in the worst case there is 



a lower bound on the number of packets re- 
quired to deliver II messages, in most of the 
cases the number of packets required will be 
much smaller. In this section we prove that 
this is not the case. Specifically, we prove that 
with high probability the number of packets re- 
quired to deliver n messages is ezponential in 
the number of packets sent. This shows that 
even the “average” behavior of a data link prot 
tocol with bounded headers is intractable. 

We remark that both protocols suggested in 
[AFWZ88,Afe88] achieve this “average” behav- 
ior. Thus showing that our lower bound is 
tight. 

Theorem 5.1: Any data link protocol with 

a fixed number, k, of headers #hat is im- 
plemented using a probabilistic physical layer 

with error probability q has to send, with prob- 

ability 1 - eentn), at least (1 + q - c,)‘(~) 

packets in order to deliver n messages, where 

e, = O(l/J?i). 

Proof: Let A be a data link protocol with 
k headers that is implemented using a prob- 
abilistic physical layer with error probability 
q. Let P = {pl, . . . ,pk} be the set of distinct 
packets used by A. Consider a valid execu- 
tion a of the protocol A, that includes the ex- 
change of n messages in the following form, QI = 
send-msg(m)/31receiveImsg(m)send-mag(m) 

Pa - l o&receive-msg(m) with 

SW;) = Tm(Pi) = 0. W.1.o.g. assume that R 
is a product of k. Define ai to be the prefix of (Y 
up to and not including the i-th send-msg(m) 

action. For 1 5 i 5 n and 1 5 j 5 Ic, let 
m;,; be the number of copies of pi that are in 
transition at the end of ai. 

As in the proofs of theorems 3.1 and 4.1 we 
claim that for any pi, for at least one packet pi, 
the number of send-pktt”(pj) actions in pi is 
more than mid. We call such a packet a dom- 

inant packet in pi. To see this, obsreve that 7O 

otherwise the physical layer would be able to 
“simulate” 0; by an extension PI, which would 
be indistinguishable by A’ from pi. This would 
imply that the execution a;#Teceive-msg(m), 

which violates (DL3), is a possible execution of 
A. 

Observe that at least one packet, say pi, is 
dominant in at least n/k of the ,8;‘s. Intu- 
itively, we would like to argue that the num- 
ber of copies of pj sent by the protocol is 
52(( 1 + q)“lk). To see this, consider an exten- 
sion fli in-which pj is dominant. The number 
Of copies Of pj sent in pi is at least m;j, imply- 
ing that the expected number of copies of pj 
that will be delayed in pi is qm;i. Thus, the 
expected value of m;+lj is (1 + q)m;+j. Intu- 
itively, this will give the expected exponential 
behavior. However, there are three problems 
with this intuition. 

1. 

2. 

3. 

We assume that the events of delaying a 
packet are independent. This may not be 
the case. In other words, it may be that 
a packet pi is sent m;d times by the pro- 
tocol and still the expected number of de- 
layed copies of pi would be much less than 
qmra;i. This may happen, for example, if 
the protocol would send a copy of pj only 
it knows that the previous copy of pj has 
been received. 
Notice that we claim that the expected 
value of a product of random variables is 
the product of their expected values. This 
is true if the random variables are inde- 
pendent, but in our case it is not clear that 
they are independent, since an extension 
may depend on previous extensions. 
When considering a product of random 
variables there is a difference between the 
expected value and the observed value; 
that is, the value we get with high prob- 
ability. Unlike the case of adding inde- 
pendent random variables, it is not al- 



ways true that the observed value con- 
verges with high probability to the ex- 
pected value. There are examples where 
the expected value of a product of random 
variables diverges, but with high probabil- 
ity the value of this product converges to 
zero. 

To prove the theorem we have to refine our 
arguments. For 1 5 i 5 n, define Bi to 
be the random variable whose value is the 
extension &, given the semi-valid execution 
a;aend-mag(m). Observe that Bi is a random 
variable since it depends on the behavior of the 
probabilistic physical layer. Also, the value of 
Bi is not defined apriori but only after the ex- 
ecution a; is defined. Consider all the possible 
values of Bi, each such value (extension) has 
a certain probability. For each such extension 
we have at least one packet pi which is domi- 
nant in that extension. Thus, by summing the 
probabilities of all the extensions in which a 
packet pi is dominant, we can get the proba- 
bility of the packet pi to be dominant in the 
i-th extension. Since the sum of these proba- 
bilities for all packets is at least one (it may 
be more than one if there is more than one 
dominant packet in the same extension), there 
is at least one packet pi whose probability to 
be dominant in the i-th extension is 2 l/k. 
We ca3l such a packet a probable dominant for 
pi. Clearly, at least one packet pi is proba- 
ble dominant in at least n/k of the extensions. 
In the rest of the proof we consider only this 
packet and show that mi,j grows exponentially. 
(We remark that we do not use the value of j, 
which is not known apriori, but only the fact 
that such a j exists, which is known apriori.) 

For the proof we need the following two lem- 
mas. Let 1 be the index of the (n/21 + I)-th 
extension in which pj is the probable dominant 
packet. 

Lemma 5.2: With probability 1 - eentnl, 
rnli 1 nq/4ka. 

Lemma 5.3: If mlj > nqj4k2 then with 
probabtity 1 - e-n(nl, rn,i >_ (1 + q - c,)~(~). 

The theorem readily follows from these two 
lemmas. cl 

In the prooh of both lemmas we use a bound 
on the tail of the binomial distribution, known 
as Hoeffding bound. Let {Xi};“=i be indepen- 
dent (0,l) random variables with probability q 

of being one. 

Theorem 5.4 ([Hoe63]): For a < q 

Proof of Lemma 5.2: For each of the first 
n/2k extensions in which pj is probable domi- 
nant, consider the random variable whose value 
is one if at least one copy of pi is delayed in 
the extension. To get the probability that this 
random variable is one, note that if a packet is 
dominant in an extension then with probability 
q at least one of its copies sent in that extension 
is delayed. Thus, the probability that at least 
one copy of pj will be delayed in an extension 
in which pj is probable dominant is q/k. Since 
all the n/2k random variables corresponding 
to the extensions in which pi is probable dom- 
inant are independent, we may use Hoeffding 
bound to get a bound on the probability that 
their sum is < nq/4k2 and get that this prob- 
ability is < e-nq’/4ks = e-n(n). cl 

Proof of Lemma 5.3: Let 2’ be the index 
of one of the last n/2k extensions in which pi 
is probable dominant. Consider the random 
variable X whose value is one if mi+lj 2 (1 + 

Q- e,,)m;,j, given that m;,j > nq/4k2. We 

claim that for E,, = O(l/fi) the probability 
of this random variable to be one 1 1/2k. 



We bound the probability of the intersection 
of two events: X = 1 and Pi is dominant in the 
i-th extension. Clearly, the probability that 
X = 1 is at least the probability of this inter- 
section. Note that the probability of this in- 
tersection is the probability that X = 1 given 
that Pi is dominant times the probability that 
pi is dominant, which is l/k. The probability 
that X = 1 given that Pi is dominant is one mi- 
nus the probability that X = 0 given that Pi is 
dominant. We will show that the probability 
of all the extensions in which X = 0 given that 
Pi is dominant is less than f. This implies that 
the probability that pi is dominant and X = 1 
is at least 1/2k. 

In any extension in which Pi is dominant 
at least rnij copies of Pi are sent. To bound 
the probability of the extensions in which only 

(!t - cn)m;,j of the mid copies of pj are de- 
layed we use Hoeffding bound. This proba- 
bility b at most e-2md < e-nqc’,laka. For 

e, = 0(1/G) this probability is 5 3. There- 
fore, the probability that pj is dominant and 
more than (q + en)m;i packets are delayed is 
at least 1/2k. 

To conclude the proof we show that with 
high probability in at least n/8ka of the last 
n/2k extensions in which pi is probable dom- 
inant the number of its delayed copies is in- 
creased by a factor of (1 + q - c,). We already 
have that the probability that the number of 
copies of Pi is be increased in one of these n/2k 
extensions is 3 1/2k. Thus the probability 
that it is increased in n/Sk’ of the n/2k ex- 
tensions is at least 1 - e-“lmi’ = 1 - e-n(n). 
a 
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