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Abstract 

A parallel algorithm for symbolic compaction 
of two layered channels has been developed and 
implemented on the Connection Machine. It 
allows fast channel compaction with very little 
wasted space. 

Introduction 

Channel routing is an important problem in 
CAD. Many channel routing algorithms have 
been reported in literature. Several chan- 
nel routers, especially those that do not use 
doglegs, provide solutions that can be further 
compacted to free up a considerable amount of 
space. 

Several compacted channel routers have been 
developed. Deutsch [2] has reported a channel 
compaction algorithm. Chen and Kuh [3] have 
developed Glitter, a variable width, two lay- 
ered gridless channel router. Cong and Wong 
[7] have developed routing solutions that are 
suitable for further compaction. 

However, all of these are serial aIgorithms. 
We have developed a parallel algorithm for com- 
paction of channel routing, and have imple- 
mented it on the Connection Machine. This al- 
gorithm allows the use of two layers of metal in 
any direction, and the initial solution can have 
doglegs. The compaction procedure does not 
introduce any extra vias in the channel. The 
execution time of each iteration of compaction 
is essentially independent of the channel size. 

Connection Machine 

The Connection Machine [4] manufactured by 
Thinking Machines Corporation is an SIMD 
machine. 
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The front end is a VAX 8800, with the Con- 
nection Machine as a rear end co-processor. 
There are two versions of the machine - CM1 
with a clock rate of 4MHz, and CM2 with a 
clock rate of 6 MHz. The machines can have 
upto 64k one bit processors. 

The CM processors can be configured as a 
twb dimensional NEWS-grid of varying sizes. 
There are two modes of communication: near- 
est, neighbor communication on the NEWS- 
grid, and communication between two arbitrary 
processors through a General Purpose Rout- 
ing Network (GPRN). The nearest neighbor 
communication is significantly faster than the 
GPRN, which has a communication delay of 
O(log(size of grid)). 0 ur algorithm was tailored 
to use the NEWS-grid of the CM for all but. one 
step. This enables us to obtain essentially con- 
stant time for each iteration, regardless of the 
size of the channel being compacted. 

An Overview of the Chamlel 
Compaction Algoritlml 

The compaction algorithm is tailored to ex- 
ploit the constant time characteristic of the 
NEWS grid operations of the Connection Ma- 
chine. The channel is represented by a grid of 
processors, where each processor represents the 
intersection of a track and a column of the chan- 
nel in question. For Deutsch’s Diflicult Exam- 
ple, the channel has 174 columns, and about 20 
to 30 tracks (depending on the quality of the 
initial solution); a channel of this size can be 
easily mapped on the CM grid. 

Each processor stores the number, layer, and 
direction of the nets running through the par- 
ticular intersection. Our representation does 
not allow for variable wire widths at present. 
When a segment of a wire moves down (up) 
during compaction, the processors storing in- 
formation of this wire segment relinquish it 
to the processors immediately below (above) 
them. Since the processors operate in SIMD 
mode, they may in turn receive net segment in- 
formation from above (below) them. 
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A few characteristics of the algorithm are as 
follows: 

l We refer to the outer loop of the algo- 
rithm as a pass. In each p2iss, there are 
two phases. Downward compaction is exe- 
cuted in the first phase, and upward com- 
paction in the second phase of each pass. 
The direction of compaction alternates be- 
tween downward and upward, since there 
are cases in which compaction in one direc- 
tion alone does not free the most arnount 
of area. Each phase consists of an inner 
loop and includes several iterations. Com- 
paction by a single track is done in each 
iteration. 

l In each iteration, a wire segment may move 
by one track. Longest movable spans are 
identified and moved. Doglegs are created 
at the boundary between the moved and 
static portions. 

l The doglegs are created in the same layer 
of metal as the net being moved down, to 
avoid creating vias. Also, creation of vias 
may not be possible if the other metal ex- 
ists at the new track. Our approach will 
generally result in a longer span of wire 
being compacted. 

l Compaction is done in one direction until 
no part of any net can be moved. Then the 
tracks that have been freed are removed, 
and compaction is done in the reverse di- 
rection. Our current implementation is 
terminated after one phase since we have 
found that a second phase is not very likely 
to free up more tracks. Other termination 
criteria are also possible. 

The complexity of the algorithm is as follows : 

1. 

2. 

3. 

4. 
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The number of passes required for a prob- 
lem is dependent on both the problem size 
and the quality of the initial solution. 

The number of iterations of each phase has 
an upper bound equal to the number of 
tracks of the channel, since that is the max- 
imum number of times a net can move in 
a phase. 

The time for each iteration, to determine 
the spans of nets that can be moved, is 
constant. 

The time for the determination of the 
termination criterion is O(log(number of 
tracks x number of columns)). 

Movability Criterion 

The criteria that determine which part of a net 
can be moved are described in this section. A 
segment of a net is contained in a chain of pro 
cessors, which are all on, the same row of the 
grid. Since the smallest segment may have a 
span of two columns, the space freed by com- 
pacting a net segment must be at least two 
columns wide to be useful; otherwise, no other 
segment would be able to move into the vacated 
space (Fig. l-2). H ence, at least four consecu- 
tive processors must move down together to free 
a space large enough for another net to move 
into (Fig. 3). S ince the processors at the ends 
of the moved segment form doglegs, they do not 
free any space during compaction. 

The above criterion is true for a segment in 
the middle of a net. However, the end points 
and bends of a net however, are exceptions to 
this rule. If a segment at the end of a net is 
to be moved down to create usable space, the 
segment needs to be only two columns wide. In 
this case only one dogleg is formed, so even if 
one column is vacated, it may be of use when 
added to other free grid points adjacent to the 
end of the net (Fig. 4-5). 

The compaction may have to create doglegs 
at one or more ends of the moved segment to 
maintain continuity with the static portion of 
the net. In certain cases, vertical segments are 
created at the via locations of the moved seg- 
ment. If, at a via location, the vertical wire 
segment extends in the direction of compaction, 
the via is moved if the net is moved. On the 
other hand, if the vertical wire segment at the 
via extends opposite to the direction of com- 
paction, it may not be possible to move the via. 
Our first choice is to move the via with the net. 
If this is not possible, the via is not moved, and 
a vertical piece of wire connecting the via to the 
moved segment is created (Fig. G-7). 

Calculation of Movability 

A segment is moved if it is at least tour pro- 
cessors wide, so that the smallest possible net 
(which is two processors wide) can move into 
the vacated space. The recognition of movable 
segments is done by computing in parallel a 
variable called zveighl for each net of each pro- 
cessor. Based on the weight of a net and that of 
its extensions to the east and west, the proces- 
sor determines whether the net can be moved 
to the next track processors. The recognition 
of movable net segments, and their movement 
both take constant time. 



Implementation 
The compaction algorithm has been imple- 
mented on the CM2 using C*. The NEWS- 
Grid package macros were used for interproces- 
sor communication. 

The front end VAX 8800 reads the input and 
initializes the processors on the grid with the 
information of the appropriate track-column in- 
tersection. Once the entire channel has been 
stored on the grid, the compaction algorithm 
proceeds in parallel for every processor. When 
the compaction has been completed, a parallel 
graphic program can be executed to obtain a 
graphic image of the compacted channel. 

In the following text, the variable movable of 
a processor indicates if any net of the processor. 
can be moved. The program has the following 
structure: 

read in initial routing of channel 
store information on the grid 
do in parallel{ 

do { Calculate downward movable, 
for each net, within processor. 

move-all := V (movable of all 
processors in the grid ) 

if(move-all) 
compact-down 

} while{ move-all} 

remove empty tracks at top 

do { Calculate upward movable, for 
each net within processor. 

move-all := V (movable of all 
processors in the grid ) 

if(move-all) 
compact-up 

}while{move-all} 

remove empty tracks at bottom 

}while(tracks are removed from top or 
bottom) 

In the above algorithm, we use the GPRN 
for the logical OR reduction involving the com- 
putation of move-all. This has a complexity 
of O(log(number of grid points)). Use of the 
NEWS-grid for the OR-reduction takes O(no. 
of tracks + no.of columns), which is a higher 
order of complexity. The Connection Machine 
provides freedom to mix the use of the two com- 
munication schemes as needed, to maximize the 
speed of execution. Except for the computation 
of move-all and the detection of freed tracks, 
the NEWS-grid is used for all communication, 
resulting in high speed. 

Results 

Results from three examples of channel com- 
paction are reported in the table below. The 
first is a small example with an initial routing 
of seven tracks (d,,, = 6); the other two are a 
28 track non-dogleg solution of the Deutsch’s 
Difficult Example (Fig. 8), and its inverted 
problem. The results are tabulated below. The 
timing is on the CM2 version of the Connection 
Machine. 

Compaction Results 

~~ 

Future Work 
Several postprocesing stages are possible for 
this algorithm. The algorithm creates several 
unnecessary bends, and straightening these will 
result in metal minimization. Shifting of verti- 
cally adjacent vias will result in smaller channel 
height. Lastly, it may be possible to exchange 
layers and remove some vias. We hope to im- 
plement, parallel versions of these stages. 

At present our algorithm is restricted to sym- 
bolic compaction of wires. We plan to enhance 
it to handle design rule constraints of feature 
sizes and spacings. 

Summary and Conclusion 

Channel compaction can markedly increase the 
quality of channel routing. The NEWS-grid 
of the Connection Machine is well suited for 
the problem. The steps to check for termi- 
nation, and to check for vacated tracks are 
O(log(number of grid points)); all other steps 
are constant time. So the execution time per it- 
eration will grow very slowly with problem size. 
The number of iterations needed is bounded 
by the number of tracks in the initial routing. 
Hence, the overall execution time increases rel- 
atively slowly with problem size. 
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Fig. 1 A no-move case 

l l 

- - 

Fig. 2 Another no-move case 
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Fig. 3 A move case 
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Fig. 4 A move case for a net end 
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Fig. 5 A move case for a bend 
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Fig. 6 

Fig. 7 
” 
” --.. I .---.-.. !..!..!..!..!.....I. 

____.____ _ ___._ _ ,__....._.____... ‘i..ie.i.‘i..ie‘i..i .-...-.. _ .-.-. i , i..---‘- 
..: ..,..,.-1-1.. 1 ..I..-. _ . . . . ..-.I.. _ .-,.. i ..-. _ 

” --.. 1........!..!..!..l..l.....l~ 
w ._.. I.... __.. M.!..!..!.....!. 
” . . ..!........!..!..!-.I..! . ..-. I 
” -..f . .._ -...f..~..1..I..1..-~.~. 

I 
! .._.. I.. . .._.. I ._._. I........ LLI..... I..!. 

,. ..!.....I ._._._.. I.....! _..___.. !..!..!.....!..I. 
n .A .____-._ J..l..l..l..! __._. I..!..! . ..I........!.....! . . .._ J..!..! . . . . . !..!. 

:: :::I!. _.____! I I I-! _____ 1..1..1..! I I I f I 1 i-+-l 
I’~l~~i‘.!..!.....!..!..!.....iI:::::::ii~ 

:: :::::::::::::i::i::i::!..! . . .._ I..!.. I. _I. 
. ,, , , . . 

1 1 ._. , . . ..-......-.. !..!..!..!..!..!. 
,, __.__.___ __._! 1 1 1 1 . ..!..I-! .._._ I ._._. . ..!.....I .______. I..!..!..!..!..!. 
Before Compaction 
,* 
,. . . . . . . . __ . . ..-.-. _.._ .-.. 
,, .__.___._...._.-._..-.... 
u 
,, . . . . . . _ ._...._._._....... f..f..f..f..i..f..i..f _... r..f..~..i..l..i..f..r..,i..l 
y . . . . .._.........._...~... l..!..!..l..l..!..l~.~. l..l..l..l..l 1..1..1..,!. 
*, --.__ .-.- _--___ ___.___.- !..1..1..!..!..!,..!..I 
*, ‘-“‘--.“---..---.---r--( 

.* 
n 

; I I I I ‘-1 l!d.!3.. _. .ll//f ,, .~._...__._.____.___.............~.~.~~,.~ 
. ..__..._._ .-...- _ .-.. I..!..!..! -... l..!..l..!..!..!..! . ..- !..!..!..I.. _. 
.-__ . . ..- _ -....-. _ .-.. I..!..! -... !..!..!..!..!..!..!..l I . ..- 1..1..1..!..!.. __ _ 

:: ::::::::::::::::::::::I_]... l.1.. .. ‘- .. .- -j:- :i::r::i:.,i..j. 1 .I 1. 
III Ill I I 11..~..1..!..1. 

w _..-__._.._ _ _._.._.-.__.. L.l..!..i.. ._ _. . . ..!.:::.l..!..l..l__I. I.:!:.!::!. IIII 
n -._-._ .--.---._..* . . . . . ..I -..- 1..1..1..1..1..!..!..1 
% _-__.___ -._._....- . . . . . ..I 

,..1..!..!..1..1__.~ I..!..!. 
..I 

1, _-.-._._.____._..___________ 1..!.._1..1..1.!..)..1..1 l..1..1..I..I..l..i:j:j: 
,I _-.-._ _ -..-.___ _.__-__ ..-. ..I.!..! __.- 1..!..!..1..!,..~..!..1..1..1 l..!..l..l. 
,I ._ . . . ..+..-.-. * . . . . . . . . ~ ..-. !..!..I..! . ..- IL1 -._. J..!..l..J f..l..i..i..l..!. 

IIIII I IIIIlflllll 

After Compaction 
Fig. 8 A dense portion of Deutsch’s Difficult 
Example. 


